Intel® 82574 GbE Controller Family

Datasheet

Product Features

= PCI Express* (PCIe*) = High Performance
— 64-bit address master support for systems — TCP segmentation capability compatible with
using more than 4 GB of physical memory Large Send offloading features
— Programmable host memory receive buffers — Support up to 64 KB TCP segmentation (TSO
(256 bytes to 16 KB) v2
— Intelligent interrupt generation features to — Fragmented UDP checksum offload for packet
enhance driver performance reassemble
— Descriptor ring management hardware for — IPv4 and IPv6 checksum offload support
transmit and receive software controlled reset (receive, transmit, and large send)
(resets everything except the configuration — Split header support
space) . — Receive Side Scaling (RSS) with two hardware
— Message Signaled Interrupts (MSI and MSI-X) receive queues
— Configurable receive and transmit data FIFO, — 9 KB jumbo frame support
programmable in 1 KB increments — 40 KB packet buffer size
= MAC . . = Manageability
— Flow Control Support Compllant with the — NC-SI for remote management core

802.3X Specification
— VLAN support compliant with the 802.1Q
Specification

— SMBus advanced pass through interface
= Low Power
— Magic Packet* wake-up enable with unique

— MAC Address filters: perfect match unicast MAC address

— filters; multicast hash filtering, broadcast filter — ACPI register set and power down functionality

— and promiscuous mode supporting DO andD3 states

— Statistics for management and RMOM — Full wake up support (APM and ACPI 2.0)

— MAC loopback — Smart power down at SO no link and Sx no link
= PHY — LAN disable function

— Compliant with the 1 Gb/s IEEE 802.3 802.3u  » Technology
802.3ab Specifications — 9 mm x 9 mm 64-pin QFN package with

— IEEE 802.3ab auto negotiation support Exposed Pad*

— Full duplex operation at 10/100/1000 Mb/s — Configurable LED operation for customization
— Half duplex at 10/100 Mb/s of LED displays

— Auto MDI, MDI-X crossover at all speeds — TimeSync offload compliant with the 802.1as

specification
— Wider operating temperature range; -40 °C to
85 °C (82574IT only)
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Revision History

Date Revision | Description

e Revised table 90 (Option B column).
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e Added PXE VLAN Configuration Pointer (0x003C) bit descriptions; Section 6.
February 2013 3.3 e Updated section 9.1.6.1.7 - Link CAP, Offset OXEC, (RO); bit 11:10 descriptions.
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10



] ®
Datasheet—82574 GbE Controller l n t e l

Date

Revision

Description

Quick fix provided which added Measured Power Consumption (Section 5.2). This is a temporary patch. Note that the fix

February 2008 1.6 does not appear in the TOC or list of tables yet. This will be corrected next week.
e Changed section 10.2.2.2 bit 31 assignment from 1b to 0Ob.
e Changed word OxOF bit 7 bit assignment (1b to Ob).
e Added new Section 14 “Thermal Design Considerations”.
e Updated MNG Mode description (loads from NVM work OxF instead of word 10.
e Updated the 82574L Resets table.
e Added note “The 82574L requests 1/O resources to support pre-boot operation (prior to the allocation of physical
memory base addresses”.
e Updated CAP Offset OxE4 bit 15 description.
e Updated default values for Uncorrectable Error Severity and Correctable Error Mask registers.
e Updated Figure 52.
e Updated VALUE1 and VALUE2 byte numbers in Section 10.2.8.19.
January 2008 1.5 e Changed crystal drive level to 300 pW.
e Changed all 1.0 V dc references to 1.05 V dc.
e Changed all 1.8 V dc references to 1.9 V dc.
o Deleted “Default value of 0x5F20 and 0x5F28 are loaded from the NVM at power up" from the FFLT register description.
e Added a note for EITR that in 10/100 Mb/s mode, the interval time is multiplied by four.
e Updated the type and internal/external PU/PD for NC-SI pins.
e Updated the NVMT pinout description.
e Updated MNG_Mode to be loaded from NVM word 0xOF (instead of NVM word 0x10).
e Updated default values for Uncorrectable Error Severity and Correctable Error Mask registers.
e Updated section 9.1.6.1.7. Where applicable, changed milliseconds to micro seconds (bits 14:12 and 17:15).
e Removed WUPL register information.
* Noted that manageability can be supported with a 32 Kb EEPROM.
November 2007 1.1 e Updated NVMT symbol description in Section 2.3.4, Table 10.
October 2007 1.0 e Updated Sections 2, 3, 4, 5, 9, 12, and 13; as indicated by the change bars in the left margin.
e Updated Sections 2, 3, 5, 6, 8, 10, and 12.
August 2007 0.7 « Added Sections 13, 14, 15, and 16.
e Added Section 12.0 “Electrical Specifications”.
July 2007 0.6 e Updated Section 2.0 “Pin Interface”.
June 2007 0.5 Initial release (Intel Confidential).
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82574 GbE Controller—Introduction

Introduction

1.1

1.2

12

The 82574 family (82574L and 82574IT) are single, compact, low power components
that offer a fully-integrated Gigabit Ethernet Media Access Control (MAC) and Physical
Layer (PHY) port. The 82574L uses the PCI Express* (PCIle*) architecture and provides
a single-port implementation in a relatively small area so it can be used for server and
client configurations as a LAN on Motherboard (LOM) design. The 82574 family can also
be used in embedded applications such as switch add-on cards and network appliances.
External interfaces provided on the 82574:
e PCIe Rev. 1.1 (2.5 GHz) x1

e MDI (Copper) standard IEEE 802.3 Ethernet interface for 1000BASE-T, 100BASE-
TX, and 10BASE-T applications (802.3, 802.3u, and 802.3ab)

e NC-SI or SMBus connection to a Manageability Controller (MC)
e IEEE 1149.1 JTAG (note that BSDL testing is NOT supported)

Additional product details:
¢ 9 mm x 9 mm 64-pin QFN package
e Support for PCI 3.0 Vital Product Data (VPD)
e IPMI MC pass through; multi-drop NC-SI
e TimeSync offload compliant with 802.1as specification

Scope

This document presents the architecture (including device operation, pin descriptions,
register definitions, etc.) for the 82574. This document is intended to be a reference for
software device driver developers, board designers, test engineers, or others who
might need specific technical or programming information about the 82574.

Number Conventions

Unless otherwise specified, numbers are represented as follows:
e Hexadecimal numbers are identified by an "0x" suffix on the humber (0x2A, 0x12).

e Binary numbers are identified by a "b" suffix on the number (0011b). However,
values for SMBus transactions in diagrams are listed in binary without the "b" or in
hexadecimal without the "0x".

Any other numbers without a suffix are intended as decimal numbers.
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1.3

Acronyms

intel.

Following are a list of acronyms that are used throughout this document.

Acronym Definition

ACK Acknowledge.

ARA SMBus Alert Response Address.

ARP Address Resolution Protocol.

ASF Alert Standard Format. The manageability protocol specification defined by the DMTF.

MC Manageability Controller. The general name for an external TCO controller, relevant
only in TCO mode.

CSR Control and Status Register. Usually refers to a hardware register.

DHCP Dynamic Host Configuration Protocol. A TCP/IP protocol that enables a client to
receive a temporary IP address over the network from a remote server.

DMTF The international organization responsible for managing and maintaining the ASF
specification.

IEEE Institute of Electrical and Electronics Engineers.

P Internet Protocol. The protocol within TCP/IP that governs the breakup and
reassembly of data messages into packets and the packet routing within the network.
The 4-byte or 16-byte address that designates the Ethernet controller within the IP

IP Address communication protocol. This address is dynamic and can be updated frequently
during runtime.

IPMI Intelligent Platform Management Interface Specification.

LAN Local Area Network. Also known as the Ethernet.

MAC Address

The 6-byte address that designates Ethernet controller within the Ethernet protocol.
This address is constant and unique per Ethernet controller.

NA Not Applicable.

NACK Not Acknowledged.

NC-SI Network Controller Sideband Interface. New DMTF industry standard sideband
interface.

NIC Network Interface Card. Generic name for a Ethernet controller that resides on a
Printed Circuit Board (PCB).

oS Operating System. Usually designates the PC system'’s software.

PEC The SMBus checksum signature, sent at the end of an SMBus packet. An SMBus
device can be configured either to require or not require this signature.

PET Platform Event Trap.

PT Pass-Through. Also known as TCO mode.

PSA SMBus Persistent Slave Address device. In the SMBus 2.0 specification, this
designates an SMBus device whose address is stored in non-volatile memory.

RMCP Remote Management and Control Protocol.

RSP RMCP Security Extensions Protocol.

SA Security Association.

13



82574 GbE Controller—Introduction

Acronym Definition
SMBus System Management Bus.
SNMP Simple Network Management Protocol.
TCO Total Cost of Ownership.
TBD To Be Defined.

1.4

14

Reference Documents

Document Name Version Owner Location
SMBus .
Specification 2.0 SBS Forum http://www.smbus.org/
12C Specification | 2.1 Phillips http://www.philipslogic.com/

' Semiconductors . ’ ’
NC-SI 1.0 DMTF http://www.dmtf.org/

Specification

Search for NC-SI.

Other reference documents include:
e Intel® 82574 Family GbE Controller Specification Update, Intel Corporation.
e PCI Express* Specification v2.0 (2.5 GT/s)

e Advanced Configuration and Power Interface Specification
e PCI Bus Power Management Interface Specification


http://www.smbus.org/
http://www.philipslogic.com/
http://www.dmtf.org/

Introduction—82574 GbE Controller

1.5

Figure 1.

1.6

1.7

82574L Architecture Block Diagram

Figure 1 shows a high-level architecture block diagram for the 82574.

RMII SMBus PCle
RMII I/F PCle I/F
SMBus
I/F
NC-SI / Rx/Tx DMA
Rx/Tx FIFO Rx/Tx FIFO
Transmit .
Switch Filter
MAC
PHY
Link

82574L Architecture Block Diagram

System Interface

ntel)

The 82574L provides one PCle lane operating at 2.5 GHz with sufficient bandwidth to
support 1000 Mb/s transfer rate. 40 KB of on-chip buffering mitigates instantaneous
receive bandwidth demands and eliminates transmit under-runs by buffering the entire
outgoing packet prior to transmission.

Features Summary

This section describes the 82574's features that were present in previous Intel client
GbE controllers and those features that are new to the 82574.

15
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Table 1. Network Features
Feature 82574L Zoar
Compliant with the 1 Gb/s Ethernet 802.3 Y Y
802.3u 802.3ab specifications
Multi-speed operation: 10/100/1000 Mb/s
Full-duplex operation at 10/100/1000 Mb/s
Half-duplex operation at 10/100 Mb/s
Flow control support compliant with the 802.3X v v
specification
VLAN support compliant with the 802.3q Y Y
specification
MAC address filters: perfect match unicast
filters; multicast hash filtering, broadcast filter Y Y
and promiscuous mode
Configurable LED operation for OEM Y Y
customization of LED displays
Statistics for management and RMON
MAC loopback Y
Table 2. Host Interface Features
Feature 82574L Zoar
PClIe interface to chipset Y Y
64-bit address master support for systems using v v
more than 4 GB of physical memory
Programmable host memory receive buffers (256 v Y
bytes to 16 KB)
Intelligent interrupt generation features to Y Y
enhance software device driver performance
Descriptor ring management hardware for v v
transmit and receive
Software controlled reset (resets everything Y Y
except the configuration space)
Message Signaled Interrupts (MSI) Y
MSI-X

16
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Table 3.

Table 4.

Table 5.

Manageability Features

Feature 82574L Zoar
NC-SI over RMII for remote management core Y N
SMBus advanced pass through Y N
Performance Features
Feature 82574L Zoar
Configurable receive and transmit data FIFO; Y v
programmable in 1 KB increments
TCP segmentation capability compatible with NT v Y
5.x TCP Segmentation Offload (TSO) features
Supports up to 64 KB TSO (TSO v2) Y N
Fragmented UDP checksum offload for packet re- v Y
assembly
IPv4 and IPv6 checksum offload support (receive, Y v
transmit, and TSO)
Split header support Y Y
Receive Side Scaling (RSS) with two hardware Y N
receive queues
Supports 9018-byte jumbo packets Y Y
Packet buffer size 40 KB 32 KB
TimeSync offload compliant with 802.1as v N
specification
Power Management Features
Feature 82574L Zoar
Magic packet wake-up enable with unique MAC v v
address
ACPI register set and power down functionality v v

supporting DO and D3 states

Full wake-up support (APM and ACPI 2.0)

Smart power down at SO no link and Sx no link

LAN disable functionality

17
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Product Codes

82574 GbE Controller—Introduction

Table 6 lists the product ordering codes for the 82574 family.

Product Ordering Codes

Part Number

Product Name

Description

WG82574L

Intel® 82574L Gigabit Network
Connection

Embedded and Entry Server GbE LAN.

Operates using a standard temperature
range (0 °C to 85 °C).

WG82574IT

18

Intel® 82574IT Gigabit Network
Connection

Embedded and Entry Server GbE LAN.

Operates using a wider temperature
range (-40 °C to 85 °C).
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2.0 Pin Interface

2.1 Pin Assignments

The 82574L supports a 64-pin, 9 x 9 QFN package with an Exposed Pad* (e-Pad*).
Note that the e-Pad is ground.

==
[
=
\>< = W
2|2 5
= I [ W) — w 4]
AHEIEIE < 2|5\ 2|5(5|2|3
w| B mm|O x| x ol o = | g, o) —
m g @ gl s e|a0o|Som
el e T P = = = =t M =g o - I i e
2z |9|g |50 = IS Bl ] E= Nl = A
A
48 |47|46|45(44|43(|42(41|40|39 |38[37 [36 (35|34|33
MDI_MINUS[3]| 49 32| vDD3p3
MDI_PLUS[3]| 50 31| LEDD
AYDD1pg| 51 30| LED1
MDI_MINUS[2]| 52 29| TEST_EN
MDI_PLUS[2] 53 28| DEY_OFF_M
MDI_MINUS[1]| 54 82574 27|vDD1p0
MDI_PLUS[1]| 55 gl 26| PECLKp
9 mmx 9mm
AVDD1pg| 56 05 03 310 B 25| PECLKN
MDI_MINUS[]| 97 with Exposed Pac* 24| PE_Rp
MDI_PLUS[O] | 58 23| PE_Rn
DIS_REG10 | 59 22|AYDD1pd
vDD1po| 60 21| FE_Tp
AYDD1pe | 61 20| PE_Tn
CTRL10 | 62 19| vDD1ps
AVDD1pg | 63 18| vDD1p0
CTRL1O0 | 64 17| PE_RST_N
1/2(3 /4 (5|6 |7 |8 |9 [1011[12[13[14[15|16
= == <lz|= = B
5 MEEEEEEE <= |
50 o RREEEE g E <|g|%
e P2 e e e gnlelhsl s
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Figure 2. 82574L 64-Pin, 9 x 9 QFN Package With e-Pad
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2.2 Pull-Up/Pull-Down Resistors and Strapping Options

e As stated in the Name and Function table columns, the internal Pull-Up/Pull-Down
(PU/PD) resistor values are 30 KQ £ 50%.

¢ Only relevant (digital) pins are listed; analog or bias and power pins have specific
considerations listed in Section 12.0.

e NVMT and AUX_PWR are used for a static configuration. They are sampled while
PE_RST_N is active and latched when PE_RST_N is deasserted. At other times,
they revert to their standard usage.

2.3 Signal Type Definition
In Input is a standard input-only signal.
Out (O) Totem pole output is a standard active driver.
T/s Tri-State is a bi-directional, tri-state input/output pin.

Sustained tri-state is an active low tri-state signal owned and driven by one and only one agent
S/t/s at a time. The agent that drives an s/t/s pin low must drive it high for at least one clock before

letting it float. A new agent cannot start driving an s/t/s signal any sooner than one clock after
the previous owner tri-states it.

o/d Open drain enables multiple devices to share as a wire-OR.
A-in Analog input signals.

A-out Analog output signals.

B Input bias.

NC-SI_in NC-SI input signal.
NC-SI_out | NC-SI output signal

2.3.1 PCle

Table 7. PCIe

Symbol Lead # Type M?)Ze Name and Function
PClIe Differential Reference Clock In
PECLKp 26 ) This pin receives a 100 MHz differential clock input. This clock
PECLKN 55 A-in Input |is used as the reference clock for the PCIe Tx/Rx circuitry and
by the PCle core PLL to generate a 125 MHz clock and 250
MHz clock for the PCle core logic.
PCIe Serial Data Output
PE_Tp 21 Serial differential output link in the PCIe interface running at
PE Tn 50 A-out | Output | 2.5 Gb/s. This output carries both data and an embedded 2.5
- GHz clock that is recovered along with data at the receiving
end.
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Table 7. PClIe
Op .
Symbol Lead # Type Mode Name and Function
PCle Serial Data Input
PE_Rp 24 Ain Input | Serial differential input link in the PCle interface running at
PE_Rn 23 2.5 Gb/s. The embedded clock present in this input is
recovered along with the data.
Wake
The 82574L drives this signal to zero when it detects a wake-
PE WAKE N up event and either:
ITAG TDO / 16 0/d Output | e The PME_en bit in PMCSR is 1b or
- e The APME bit of the Wake Up Control (WUC) register is
1b.
JTAG TDO Output.
Power and Clock Good Indication
PE_RST_N 17 In Input | The PE_RST_N signal indicates that both PCIe power and
clock are available.

2.3.2 NVM Port
Table 8. NVM Port
Op .
Symbol Lead # Type Mode Name and Function
Serial Data Output
Connect this lead to the input of the Non-Volatile Memory
NVM_SI 12 T/s Output | (NVM).
Note: The NVM_SI port pin includes an internal pull-up
resistor.
Serial Data Input
NVM_SO 14 /s Input Connect this lead to the ou.tp.ut of the NV.M.
Note: The NVM_SO port pin includes an internal pull-up
resistor.
Non-Volatile Memory Serial Clock
NVM_SK 13 T/s Output | Note: The NVM_SK port pin includes an internal pull-up
resistor.
Non-Volatile Memory Chip Select Output
NVM_CS_N 15 T/s Output | Note: The NVM_CS port pin includes an internal pull-up
resistor.
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2.3.3 System Management Bus (SMBus) Interface
Table 9. SMBus Interface
Symbol Lead # Type Op Mode Name and Function
SMBus Data
SMB_DAT 36 T/s, o/d Bi-dir Stable during the high period of the clock (unless it
is a start or stop condition).
SMBus Clock
SMB_CLK 34 T/s, o/d Bi-dir One clock pulse is generated for each data bit
transferred.
SMBus Alert
SMB_ALRT_N 35 T/s, o/d Output Acts as an interrupt pin of a slave device on the
SMBus in pass-through mode.
Note: If the SMBus is disconnected, an external pull-up should be used for these pins, unless

it is guaranteed that manageability is disabled in the 82574.

2.3.4 NC-SI and Testability

Table 10. NC-SI and Testability

Op .
Symbol Lead # Type Mode Name and Function
NC-SI Reference Clock Input
Synchronous clock reference for receive, transmit, and control
NC_SI_CLK_IN > !\IC-SL Input interface. This signal is a 50 MHz clock +/- 50 ppm. .
in Note: If not used, should have an external pull-down resistor.
Also, this clock is in addition to and separate from the XTAL
clock.
NC_SI CRS.DV |3 yuct-SI_ Output NC-SI Carrier Sense/Receive Data Valid (CRS/DV).
NC-SI NC-SI Receive Data 0
NC_SI_RXDO 6 — | Output
- out utpu Data signals to the Manageability Controller (MC).
NC-SI NC-SI Receive Data 1
NC_SI_RXD1 5 — | Output
- out YU bata signals to the MC.
NC-SI NC-SI Transmit Enable
NC_SI_TX_EN 7 b = | Input
- = in npu Note: If not used, should have an external pull-down resistor.
cs NC-SI Transmit Data 0
NC_SI_TXDO 9 NCSL | Input | Data signals from the MC
Note: If not used, should have an external pull-up resistor.
NC-SI Transmit Data 1
NC_SI_TXD1 8 :\:]C'SI— Input | Data signal from the MC
Note: If not used, should have an external pull-up resistor.
Enables Test Mode
Test pins are overloaded on the functional signals as described
TEST_EN 29 In Input Lr:gtt:]e pin description text of this section. The pin is active
Note: This pin should be externally pulled down for normal
operation.
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Table 10.

2.3.5

Table 11.

2.3.6

Note:

24

NC-SI and Testability

82574 GbE Controller—Pin Interface

Op .
Symbol Lead # Type Mode Name and Function

Auxiliary Power Indication.
AUX_PWR is supported when sampled high and should be

AUX_PWR/ connected using a resistor

= 39 I I t

ITAG_TCK n MPYY 1 3TAG Clock Input
Note: The AUX_PWR/JTAG_TCK port pin includes an internal
pull-down resistor.
NVM Type
The NVM is Flash when sampled LOW and EEPROM when
sampled HIGH.

NVMT/ITAG_TMS | 38 In Input | JTAG TMS Input.
Note: The NVMT/JTAG_TMS port pin includes an internal pull-
up resistor. Also note that the internal pull-up is disconnected
during startup. As a result, NVMT MUST be connected
externally.
JTAG TDI Input

JTAG_TDI 40 In Input | Note: The JTAG_TDI port pin includes an internal pull-up
resistor.

LEDs

Table 11 lists the functionality of each LED output pin. The default activity of each LED
can be modified in the NVM. The LED functionality is reflected and can be further
modified in the configuration registers (LEDCTL).

LEDs
Symbol Lead # Type M?)ze Name and Function
LEDO 31 Out Output :Ecl?gorammable LED.
LED1 30 Out Output :Ecl?glrammable LED.
LED2 33 Out Output :Ecl?gzrammable LED.
PHY Pins

The 82574L has built in termination resistors. As a result, external termination resistors
should not be used.
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Table 12.

2.3.7

Table 13.

PHY Pins
Op .
Symbol Lead # Type Mode Name and Function
Media Dependent Interface[0]:
1000BASE-T:
In MDI configuration, MDI[0]+/-corresponds to BI_DA+/-
and in MDI-X configuration MDI[0]+/- corresponds to
BI_DB+/-.
MDI_PLUS[0] 58 A gigir | DOBASETX: _ _
MDI_MINUS[0] 57 In MDIT configuration, MDI[0]+/- is used for the transmit
pair and in MDIX configuration MDI[0]+/- is used for the
receive pair.
10BASE-T:
In MDI configuration, MDI[0]+/- is used for the transmit
pair and in MDI-X configuration MDI[0]+/- is used for the
receive pair.
Media Dependent Interface[1]:
1000BASE-T:
In MDI configuration, MDI[1]+/- corresponds to BI_DB+/-
and in MDI-X configuration MDI[1]+/- corresponds to
BI_DA+/-.
MDI_PLUS[1] 55 A Bigir | DOBASETX: _ _
MDI_MINUS[1] 54 In MDI configuration, MDI[1]+/- is used for the receive
pair and in MDI-X configuration MDI[1]+/- is used for the
transmit pair.
10BASE-T:
In MDI configuration, MDI[1]+/- is used for the receive
pair and in MDI-X configuration MDI[1]+/- is used for the
transmit pair.
Media Dependent Interface[3:2]:
1000BASE-T:
mgi_rflliLl\JlfJ[Sz[]Z] g; In MDI and in MDI-X configuration, MDI[2]+/-
— A Bi-dir corresponds to BI_DC+/- and MDI[3]+/- corresponds to
MDI_PLUS[3] 50 BI DD+/-
MDI_MINUS[3] 49 — :
100BASE-TX: Unused.
10BASE-T:Unused.
XTAL In/Out
XTAL1 43 A-In Input/ | These pins can be driven by an external 25 MHz crystal or
XTAL2 42 A-Out | Output | driven by an external MOS level 25 MHz oscillator. Used to
drive the PHY.
ATEST_P 45 _ Positive side of the high speed differential debug port for
ATEST_N 46 A-out | Output | by,
PHY Termination
RSET 48 A Bias This pin should be connected through a 4.99 KQ +-1%
resister to ground.
Miscellaneous Pin
Miscellaneous Pin
Op .
Symbol Lead # Type Mode Name and Function
This is a 3.3 V dc input signal. Asserting DEV_OFF_N
DEV_OFF_N 28 In Input puts the 82574 in device disable mode. Note that this
pin is asynchronous.
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2.3.8 Power Supplies and Support Pins

2.3.8.1 Power Support

Table 14. Power Support

Type / .
Symbol Lead # Voltage Name and Function
CTRL10 62 A-out 1.05 V dc Control

Voltage control for an external 1.05 V dc PNP.

1.9 V dc Control
Voltage control for an external 1.9 V dc PNP.

CTRL19 64 A-out

Disable 1.05 V dc Regulator

) When high, the internal 1.05 V dc regulator is disabled and the
DIS_REG10 59 A-in CTRL10 signal is active. When low, the internal 1.05 V dc
regulator is enabled using its internal power transistor. In this
case, the CTRL10 signal is inactive.

2.3.8.2 Power Supply

Table 15. Power Supply

Symbol Lead # ng'::g/e Name and Function
VDD1p0 ‘31’7,1‘11’1,12627’ 3&05 v 1.05 V dc power supply (7).
AVDD1p9 gf ‘5“;: gz: 63 | 1:9 v dc | 1.9V de power supply (7).
VDD3p3 10, 32 3.3V dc | 3.3V dc power supply (2).
C\éggggy 1 3.3V dc | 3.3V dc power supply (1).
VDD1p9 19 1.9V dc Eléirengloi)tggfazgn?rogramming on-die fuses. Connect to 1.9 V dc for
GND e-Pad Ground -crlc:r?ni-c'izzl ?;eéigsggrlection on the bottom of the package. Should be
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3.0 Interconnects

3.1 PCIe

PClIe is a third generation I/O architecture that enables cost competitive, next
generation I/0 solutions providing industry leading price/performance and feature
richness. It is an industry-driven specification.

PCIe defines a basic set of requirements that comprehends the majority of the targeted
application classes. High-end application requirements such as Enterprise class servers
and high-end communication platforms are delivered by a set of advanced extensions
that compliment the baseline requirements.

To guarantee headroom for future applications of PCle, a software-managed
mechanism for introducing new, enhanced capabilities in the platform is provided.
Figure 4 shows the PCle architecture.

PCI Compliant Block

Preserve Driver Model

Advanced Xtensions

Common Base Protocol

Point to point, serial; differential,
hot-plug; inter-op formfactors

Figure 4. PCIe Stack Structure

The PClIe physical layer consists of a differential transmit pair and a differential receive
pair. Full-duplex data on these two point-to-point connections is self-clocked such that
no dedicated clock signals are required.

Note: The bandwidth of this interface increases linearly with frequency.
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A packet is the fundamental unit of information exchange and the protocol includes a
message space to replace the number of side-band signals found on many of today’s
buses. This movement of hard-wired signals from the physical layer to messages within
the transaction layer enables easy and linear physical layer width expansion for
increased bandwidth.

3.1.1

The common base protocol uses split transactions along with several mechanisms that
are included to eliminate wait states and to optimize the reordering of transactions to
further improve system performance.

Architecture, Transaction, and Link Layer Properties

Split transaction, packet-based protocol

Common flat address space for load/store access (such as a PCI addressing
model):

— Memory address space of 32 bits to enable compact packet header (must be
used to access addresses below 4 GB)

— Memory address space of 64 bits using extended packet header
Transaction layer mechanisms:
— PCI-X style relaxed ordering
— Optimizations for no-snoop transactions
Credit-based flow control
Packet sizes/formats:
— Maximum packet size supports 128- and 256-byte data payload
— Maximum read request size of 4 KB
Reset/initialization:
— Frequency/width/profile negotiation performed by hardware
Data integrity support:
— Using CRC-32 for transaction layer packets
Link layer retry for recovery following error detection:
— Using CRC-16 for link layer messages
No retry following error detection:
— 8b/10b encoding with running disparity
Software configuration mechanism:
— Uses PCI configuration and bus enumeration model

— PCle-specific configuration registers mapped via PCI extended capability
mechanism

Baseline messaging:

— In-band messaging of formerly side-band legacy signals (such as interrupts)
— System-level power management supported via messages

Power Management (PM):

— Full PCI PM support

— Wake capability from D3cold state

— Compliant with ACPI 2.0, PCI PM software model

— Active state power management (transparent to software including ACPI)
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3.1.1.1 Physical Interface Properties

e Point to point interconnect
— Full-duplex; no arbitration

Signaling technology:

— Low voltage differential

— Embedded clock signaling using 8b/10b encoding scheme
Serial frequency of operation: 2.5 GHz.
Interface width of one lane per direction

DFT and DFM support for high volume manufacturing

3.1.1.2 Advanced Extensions
PCIe defines a set of optional features to enhance platform capabilities for specific
usage modes. The 82574L supports the following optional features:

e Extended error reporting — messaging support to communicate multiple types/
severity of errors

e Serial number

3.1.2 General Functionality

e Native/legacy:

— The PCle capability register states the device/port type.

— The 82574L is a native device by default.
e Locked transactions:

— The 82574L does not support locked requests as a target or master.
e End to End CRC (ECRC):

— Not supported by the 82574

3.1.3 Transaction Layer

The upper layer of the PClIe architecture is the transaction layer. The transaction layer
connects to the 82574’s core using an implementation-specific protocol. Through this

core-to-transaction-layer protocol, the application-specific parts of the 82574 interact

with the PCIe subsystem and transmit and receive requests to or from the remote PCle
agent, respectively.

3.1.3.1 Transaction Types Received by the Transaction Layer
Table 16. Transaction Types at the Rx Transaction Layer
. Tx Later Hardware Should Keep .
Transaction Type FC Type Reaction Data From Original Packet For Client

gggﬁgstration Read NPH CPLH + CPLD | Requester ID, TAG, Attribute | Configuration space
Configuration Write NPH + ) . .
Request NPD CPLH Requester ID, TAG, Attribute | Configuration space
Memory Read )
Request NPH CPLH + CPLD | Requester ID, TAG, Attribute | CSR
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3.1.3.2

Table 17.

3.1.3.3

intel.

Transaction Type FC Type

Tx Later Hardware Should Keep

Reaction Data From Original Packet

For Client

Memory Write PH +

Request PD B - CSR
I/O Read Request NPH CPLH + CPLD | Requester ID, TAG, Attribute | CSR
- NPH + )
I/O Write Request NPD CPLH Requester ID, TAG, Attribute | CSR
) CPLH +
Read Completions CPLD - - DMA
Message PH - _ Message Unit / INT / PM

/ Error Unit

Flow control types:

e PH - Posted request headers

e PD - Posted request data payload

e NPH - Non-posted request headers

e NPD - Non-posted request data payload

e CPLH - Completion headers

e CPLD - Completion data payload

Transaction Types Initiated by The 82574L

Transaction Types at the Tx Transaction Layer

Transaction Type Payload Size FC Type From Client
Configuration Read Request ) .
Completion Dword CPLH + CPLD Configuration space
Configuration Write Request _ ) )
Completion CPLH Configuration space
I/O Read Request Completion Dword CPLH + CPLD CSR
I/O Write Request Completion - CPLH CSR
Read Request Completion Dword/Qword CPLH + CPLD CSR
Memory Read Request - NPH DMA
Memory Write Request <= MAXiPAYLOADstZE1 PH + PD DMA

Message

PH

Message Unit / INT /
PM / Error Unit

1. The MAX_PAYLOAD_SIZE supported is loaded from the NVM (either 128 bytes or 256 bytes). Effective

MAX_PAYLOAD_SIZE is according to configuration space register.

Message Handling by The 82574L (as a Receiver)

Message packets are special packets that carry a message code.

The upstream device transmits special messages to the 82574 by using this

mechanism.

The transaction layer decodes the message code and responds to the message

accordingly.
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Table 18. Supported Message in The 82574L (As a Receiver)
cr:ess[aﬁg] It(;t:ii:og Message Device’s Later Response
0x14 100 PM_Active_State_NAK Internal signal set
0x19 011 PME_Turn_Off Internal signal set
0x41 100 Attention_Indicator_On Silently drop
0x43 100 Attention_Indicator_Blink Silently drop
0x40 100 Attention_Indicator_Off Silently drop
0x45 100 Power_Indicator_On Silently drop
0x47 100 Power_Indicator_Blink Silently drop
0x44 100 Power_Indicator_Off Silently drop
0x50 100 Slot power limit support (has one Dword data) | Silently drop
Ox7E 010,011,100 | Vendor_defined Type 0 no data Unsupported request - NEC*
Ox7E 010,011,100 | Vendor_defined Type 0 data Unsupported request - NEC*
Ox7F 010,011,100 | Vendor_defined Type 1 no data Silently drop
0x7F 010,011,100 | Vendor_defined Type 1 data Silently drop
0x00 011 Unlock Silently drop
3.1.3.4 Message Handling by The 82574L (As a Transmitter)
The transaction layer is also responsible for transmitting specific messages to report
internal/external events (such as interrupts and PMEs).
Table 19. Supported Message in The 82574L (As a Transmitter)

32

code (7201 | r2riro Message
0x20 100 Assert INT A
0x21 100 Assert INT B
0x22 100 Assert INT C
0x23 100 Assert INT D
0x24 100 DE- Assert INT A
0x25 100 DE- Assert INT B
0x26 100 DE- Assert INT C
0x27 100 DE- Assert INT D
0x30 000 ERR_COR
0x31 000 ERR_NONFATAL
0x33 000 ERR_FATAL
0x18 000 PM_PME
0x1B 101 PME_TO_Ack
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3.1.3.5

3.1.3.6

3.1.3.7

Data Alignment
4 KB Boundary:

Requests must never specify an address/length combination that causes a memory
space access to cross a 4 KB boundary. It is hardware’s responsibility to break requests
into 4 KB-aligned requests (if needed). This does not pose any requirement on
software. However, if software allocates a buffer across a 4 KB boundary, hardware
then issues multiple requests for the buffer. Software should consider aligning buffers
to a 4 KB boundary in cases where it improves performance.

The alignment to the 4 KB boundaries is done in the core. The transaction layer does
not do any alignment according to these boundaries.
64 Bytes:

It is also recommended that requests are multiples of 64 bytes and aligned to make
better use of memory controller resources. This is also done in the core.

Configuration Request Retry Status

The 82574L might have a delay in initialization due to an NVM read. The PCle defined a
mechanism for devices that require completion of a lengthy self-initialization sequence
before being able to service configuration requests.

If the read of the PCle section in the NVM was not completed before the 82574
received a configuration request, then the 82574 responds with a configuration request
retry completion status to terminate the request, and effectively stalls the configuration
request until such time that the subsystem has completed local initialization and is
ready to communicate with the host.

Ordering Rules
The 82574L meets the PCle ordering rules (PCI-X rules) by following the PCI simple
device model:

e Deadlock avoidance - Master and target accesses are independent - The response
to a target access does not depend on the status of a master request to the bus. If
master requests are blocked (such as due to no credits), target completions can
still proceed (if credits are available).

e Descriptor/data ordering - the 82574 does not proceed with some internal actions
until respective data writes have ended on the PCle link:

— The 82574L does not update an internal header pointer until the descriptors
that the header pointer relates to are written to the PCIe link.

— The 82574L does not issue a descriptor write until the data that the descriptor
relates to is written to the PCle link.
The 82574L can issue the following master read request from each of the following
clients:
e Rx descriptor read (one per queue)
e Tx descriptor read (one per queue)
e Tx data read (up to four including one for manageability)

Completed separate read requests are not guaranteed to return in order. Completions
for a single read request are guaranteed to return in address order.

33



u ®
{ l n tel ) 82574 GbE Controller—Interconnects

3.1.3.8

3.1.3.8.1

3.1.3.8.2

3.1.3.8.3

34

Transaction Attributes

Traffic Class (TC) and Virtual Channels (VC)
The 82574L supports only TC = 0 and VC = 0 (default).

Relaxed Ordering

The 82574L takes advantage of the relaxed ordering rules in PCle by setting the
relaxed ordering bit in the packet header. The 82574L also enables the system to
optimize performance in the following cases:

e Relaxed ordering for descriptor and data reads: When the 82574 is a master in a
read transaction, its split completion has no relationship with the writes from the
CPUs (same direction). It should be allowed to bypass the writes from the CPUs.

e Relaxed ordering for receiving data writes: When the 82574 masters receive data
writes, it also enables them to bypass each other in the path to system memory
because the software does not process this data until their associated descriptor
writes have been completed.

e The 82574L cannot perform relax ordering for descriptor writes or an MSI write.

Relaxed ordering can be used in conjunction with the no-snoop attribute to enable the
memory controller to advance non-snoop writes ahead of earlier snooped writes.

Relaxed ordering is enabled in the 82574 by setting the RO_DIS bit to Ob in the
CTRL_EXT register.

Snoop Not Required

The 82574L sets the Snoop Not Required attribute bit for master data writes. System
logic can provide a separate path into system memory for non-coherent traffic. The
non-coherent path to system memory provides higher, more uniform, bandwidth for
write requests.

The Snoop Not Required attribute bit does not alter transaction ordering. Therefore, to
achieve maximum benefit from snoop not required transactions, it is advisable to set
the relaxed ordering attribute as well (assuming that system logic supports both
attributes).

Software configures no-snoop support through the 82574’s control register and a set of
NONSNOORP bits in the GCR register in the CSR space. The default value for all bits is
disabled.
The 82574L supports a No-Snoop bit for each relevant DMA client:
1. TXDSCR_NOSNOOP - Transmit descriptor read.
TXDSCW_NOSNOOP - Transmit descriptor write.
TXD_NOSNOOP - Transmit data read.
RXDSCR_NOSNOOP - Receive descriptor read.
RXDSCW_NOSNOOP - Receive descriptor write.
6. RXD_NOSNOOP - Receive data write.

i AW

All PCle functions in the 82574 are controlled by this register.
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3.1.3.9

3.1.3.10

3.1.4

3.1.4.1

Error Forwarding

If a Transaction Layer Protocol (TLP) is received with an error-forwarding trailer, the
packet is dropped and not delivered to its destination. The 82574L does not initiate any
additional master requests for that PCI function until it detects an internal reset or
software. Software is able to access device registers after such a fault.

System logic is expected to trigger a system-level interrupt to inform the operating
system of the problem. The operating system can then stop the process associated
with the transaction, re-allocate memory instead of the faulty area, etc.

Master Disable

System software can disable master accesses on the PCle link by either clearing the
PCI Bus Master bit or by bringing the function into a D3 state. From that time on, the
82574 must not issue master accesses for this function. Due to the full-duplex nature
of PCIe, and the pipelined design in the 82574, it might happen that multiple requests
from several functions are pending when the master disable request arrives. The
protocol described in this section insures that a function does not issue master requests
to the PCle link after its master enable bit is cleared (or after entry to D3 state).

Two configuration bits are provided for the handshake between the device function and
its driver:

e PCle Master Disable bit in the Device Control (CTRL) register - When the PCIe
Master Disable bit is set, the 82574 blocks new master requests, including
manageability requests. The 82574L then proceeds to issue any pending requests
by this function. This bit is cleared on master reset (Internal Power On Reset all the
way to a software reset) to enable master accesses.

e PCle Master Enable Status bits in the Device Status register - Cleared by the 82574
when the PCIe Master Disable bit is set and no master requests are pending by the
relevant function, set otherwise.

Software Note:

— The software device driver sets the PCIe Master Disable bit when notified of a
pending master disable (or D3 entry). The 82574L then blocks new requests
and proceeds to issue any pending requests by this function. The software
device driver then polls the PCIe Master Enable Status bit. Once the bit is
cleared, it is guaranteed that no requests are pending from this function. The
software device driver might time out if the PCIe Master Enable Status bit is not
cleared within a given time.

— The PCIe Master Disable bit must be cleared to enable a master request to the
PCIe link. This can be done either through reset or by the software device
driver.

Flow Control

Flow Control Rules

The 82574L only implements the default Virtual Channel (VCO). A single set of credits is
maintained for VCO.
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Table 20.

3.1.4.2

3.1.4.3

3.1.4.4

36

Allocation of FC Credits

Credit Type Operations Number Of Credits

Target write (1 unit)

Posted Request Header (PH) Message (1 unit)

2 units

Target write (Length/16B=1)

Posted Request Data (PD) Message (1 unit)

16 credits (for 256 bytes)

Target read (1 unit)
Non-Posted Request Header (NPH) | Configuration read (1 unit) 2 units
Configuration write (1 unit)

Non-Posted Request Data (NPD) Configuration write (1 unit) 2 units
Completion Header (CPLH) Read completion (N/A) Infinite (accepted immediately)
Completion Data (CPLD) Read completion (N/A) Infinite (accepted immediately)

Rules for FC updates:

e The 82574L maintains two credits for NPD at any given time. It increments the
credit by one after the credit is consumed and sends an UpdateFC packet as soon
as possible. UpdateFC packets are scheduled immediately after a resource is
available.

e The 82574L provides two credits for PH (such as for two concurrent target writes)
and two credits for NPH (such as for two concurrent target reads). UpdateFC
packets are scheduled immediately after a resource becomes available.

e The 82574L follows the PCIe recommendations for frequency of UpdateFC FCPs.

Upstream Flow Control Tracking

The 82574L issues a master transaction only when the required FC credits are
available. Credits are tracked for posted, non-posted, and completions (the later to
operate against a switch).

Flow Control Update Frequency

In any case, UpdateFC packets are scheduled immediately after a resource becomes
available.

When the link is in the LO or LOs link state, update FCPs for each enabled type of non-
infinite FC credit must be scheduled for transmission at least once every 30 us (-0%/
+50%), except when the Extended Sync bit of the Control Link register is set, in which
case the limit is 120 ps (-0%/+50%).

Flow Control Timeout Mechanism

The 82574L implements the optional FC update timeout mechanism. The mechanism is
activated when the link is in LO or LOs link state. It uses a timer with a limit of 200 s (-
0%/+50%), where the timer is reset by the receipt of any init or update FCP.
Alternately, the timer can be reset by the receipt of any DLLP.

After timer expiration, the mechanism instructs the PHY to retrain the link (via the
LTSSM recovery state).
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3.1.5

3.1.5.1

Table 21.

Host I/F

Tag IDs

ntel.

PCle device numbers identify logical devices within the physical device (the 82574 is a
physical device). The 82574L implements a single logical device with one PCI function -
LAN. The device number is captured from each type 0 configuration write transaction.

Each of the PCIe functions interface with the PCIe unit through one or more clients. A
client ID identifies the client and is included in the Tag field of the PCle packet header.
Completions always carry the tag value included in the request to enable routing of the
completion to the appropriate client.

Client IDs are assigned as follows:

Assignment of Client IDs

T’i‘:::)‘:e Flow: TLP TYPE - Usage

00 RX: WR REQ (data from Ethernet to main memory)

01 RX: RD REQ to read descriptor to core

02 RX: WR REQ to write back descriptor from core to memory

04 TX: RD REQ to read descriptor to core

05 TX: WR REQ to write back descriptor from core to memory

06 TX: RD REQ to read descriptor to core second queue

07 TX: WR REQ to write back descriptor from core to memory (second queue)
08 TX: RD REQ data 0 from main memory to Ethernet

09 TX: RD REQ data 1 from main memory to Ethernet

0A TX: RD REQ data 2 from main memory to Ethernet

0B TX: RD REQ data 3 from main memory to Ethernet

oC RX: RD REQ to bring Descriptor to core second Queue

OE RX: WR REQ to write back descriptor from core to memory (second queue)
10 MNG: RD REQ: Read data

11 MNG: WR REQ: Write data

1E MSI and MSI-X

1F Message unit

Others Reserved
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3.1.5.1.1

3.1.5.1.2

3.1.6

3.1.6.1

38

Completion Timeout Mechanism

In any split transaction protocol, there is a risk associated with the failure of a
requester to receive an expected completion. To enable requesters to attempt recovery
from this situation in a standard manner, the completion timeout mechanism is defined.

e The completion timeout mechanism is activated for each request that requires one
or more completions when the request is transmitted.

e The completion timeout timer should not expire in less than 10 ms.

e The completion timeout timer must expire if a request is not completed in 50 ms.

e A completion timeout is a reported error associated with the requestor device/
function.

A Memory Read Request for which there are multiple completions are considered
completed only when all completions are received by the requester. If some, but not all,
requested data is returned before the completion timeout timer expires, the requestor
is permitted to keep or discard the data that was returned prior to timer expiration.

Out of Order Completion Handling

In a split transaction protocol, when using multiple read requests in a multi processor
environment, there is a risk that the completions might arrive from the host memory
out of order and interleave. In this case the host interface role is to sort the request
completions and transfer them to the Ethernet core in the correct order.

Error Events and Error Reporting

Mechanism in General

PCle defines two error reporting paradigms: the baseline capability and the Advanced
Error Reporting (AER) capability. The baseline error reporting capabilities are required
of all PCIe devices and define the minimum error reporting requirements. The AER
capability is defined for more robust error reporting and is implemented with a specific
PCle capability structure.

Both mechanisms are supported by the 82574.

Also the SERR# Enable and the Parity Error bits from the legacy command register take
part in the error reporting and logging mechanism.

Figure 5 shows, in detail, the flow of error reporting in the 82574.



Interconnects—82574 GbE Controller l n t el :

Figure 5.

3.1.6.1.1

Table 22.
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Error Reporting Flow

Error Events

Table 22 lists error events identified by the 82574 and the response in terms of logging,
reporting, and actions taken. Consult the PCle specification for the affect on the PCI
Status register.

Response and Reporting of Error Events

Error Name

Error Events

Default Severity

Action

PHY errors

Receiver error

e 8b/10b Decode errors
e Packet framing error

Correctable
Send ERR_CORR

TLP to initiate NAK, drop data
DLLP to Drop

Data link errors

e Bad CRC

Correctable

Send ERR_CORR

Bad TLP e Not legal EDB Send ERR_CORR TLP to initiate NAK, drop data
e Wrong sequence number
|
Bad DLLP Bad CRC Correctable DLLP to drop

Replay timer

REPLAY_TIMER expiration

Correctable

Follow LL rules

timeout Send ERR_CORR
REPLAY NUM Correctable
rollover REPLAY NUM rollover Send ERR_CORR Follow LL rules
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Error Name

Error Events

Default Severity

Action

Data link layer
protocol error

Violations of Flow Control
initialization protocol

Uncorrectable
Send ERR_FATAL

TLP errors

Poisoned TLP
received

TLP with Error Forwarding

Uncorrectable
ERR_NONFATAL
Log header

In case of poisoned completion,
no more requests from this client.

Unsupported
Request (UR)

* Wrong config access
e MRdLk
e Config Request Typel

e Unsupported vendor
defined type 0 message

e Not valid MSG code

e Not supported TLP type

e Wrong function number

e Wrong TC/VC

e Received target access
with data size > 64-bit

e Received TLP outside
address range

Uncorrectable
ERR_NONFATAL
Log header

Send completion with UR

Completion
Timeout

Completion timeout timer
expired

Uncorrectable
ERR_NONFATAL

Send the read request again

Completer abort

Attempts to write to the Flash
device when writes are
disabled (FWE=10b)

Uncorrectable
ERR_NONFATAL
Log header

Send completion with CA

Uncorrectable

Unexpected Received completion without .
completion a request for it (tag, ID, etc.) ERR_NONFATAL Discard TLP
Log header
Receiver Received TLP beyond Uncorrectable . —_ )
Overflow allocated credits ERR_FATAL Receiver behavior is undefined
e Minimum Initial Flow
Flow control Control Advertisements Uncorrectable

protocol error

e Flow control update for
Infinite Credit
advertisement

ERR_FATAL

Receiver behavior is undefined

Malformed TLP
(MP)

e Data payload exceed
Max_Payload_Size

e Received TLP data size
does not match length
field

e TD field value does not
correspond with the
observed size

e Byte enables violations.

e PM messages that don't
use TCO.

e Usage of unsupported VC

Uncorrectable
ERR_FATAL
Log header

Drop the packet, free FC credits

Completion with
unsuccessful
completion status

No action (already

done by originator of

completion)

Free FC credits
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3.1.6.1.2

3.1.6.1.3

3.1.7

3.1.7.1

3.1.7.2

Table 23.

Error Pollution
Error pollution can occur if error conditions for a given transaction are not isolated to
the error's first occurrence. If the PHY detects and reports a receiver error, to avoid

having this error propagate and cause subsequent errors at upper layers, the same
packet is not signaled at the data link or transaction layers.

Similarly, when the data link layer detects an error, subsequent errors that occur for the
same packet is not signaled at the transaction layer.

Completion With Unsuccessful Completion Status
A completion with unsuccessful completion status is dropped and not delivered to its

destination. The request that corresponds to the unsuccessful completion is retried by
sending a new request for the undeliverable data.

Link Layer

ACK/NAK Scheme

The 82574L supports two alternative schemes for ACK/NAK rate:
1. ACK/NAK is scheduled for transmission following any TLP.

2. ACK/NAK is scheduled for transmission according to timeouts specified in the PCle
specification.

The PCIe Error Recovery bit, loaded from NVM, determines which of the two schemes is
used.

Supported DLLPs
The following DLLPs are supported by the 82574 as a receiver:
DLLPs Received by The 82574L

Remarks Remarks

ACK

NAK

PM_Request_Ack

InitFC1-P v2v1lv0 = 000
InitFC1-NP v2v1v0 = 000
InitFC1-Cpl v2v1iv0 = 000
InitFC2-P v2v1lv0 = 000
InitFC2-NP v2v1v0 = 000
InitFC2-Cpl v2v1iv0 = 000
UpdateFC-P v2v1iv0 = 000
UpdateFC-NP v2v1iv0 = 000
UpdateFC-Cpl v2v1v0 = 000

The following DLLPs are supported by the 82574 as a transmitter:
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Table 24. DLLPs initiated by The 82574L

Remarks? Remarks

ACK
NAK
PM_Enter_L1

PM_Enter_L23

PM_Active_State_Request_L1

InitFC1-P v2v1v0 = 000
InitFC1-NP v2v1lv0 = 000
InitFC1-Cpl v2v1v0 = 000
InitFC2-P v2v1v0 = 000
InitFC2-NP v2v1lv0 = 000
InitFC2-Cpl v2v1v0 = 000
UpdateFC-P v2v1v0 = 000
UpdateFC-NP v2v1lv0o = 000

1. UpdateFC-Cpl is not sent because of the infinite FC-Cpl allocation.

3.1.7.3 Transmit EDB Nullifying
In case of a retrain necessity, there is a need to guarantee that no abrupt termination

of the Tx packet happens. For this reason, early termination of the transmitted packet
is possible. This is done by appending the EDB to the packet.

3.1.8 PHY

3.1.8.1 Link Width
The 82574L supports a link width of x1 only.

3.1.8.2 Polarity Inversion
If polarity inversion is detected, the receiver must invert the received data.

During the training sequence, the receiver looks at Symbols 6-15 of TS1 and TS2 as the
indicator of lane polarity inversion (D+ and D- are swapped). If lane polarity inversion
occurs, the TS1 Symbols 6-15 received are D21.5 as opposed to the expected D10.2.
Similarly, if lane polarity inversion occurs, Symbols 6-15 of the TS2 ordered set are
D26.5 as opposed to the expected 5D5.2. This provides the clear indication of lane
polarity inversion.

3.1.8.3 LOs Exit Latency

The number of FTS sequences (N_FTS), sent during L1 exit, is loaded from the NVM
into an 8-bit read-only register.
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3.1.8.4

3.1.8.5

3.1.9

3.2

Note:

3.2.1

Reset

The PClIe PHY can initiate core reset to the 82574. The reset can be caused by three
sources:

e Upstream move to hot reset - Inband Mechanism (LTSSM).
e Recovery failure (LTSSM returns to detect).
e Upstream component move to disable.

Scrambler Disable

The Scrambler/de-scrambler functionality in the 82574 can be eliminated by two
mechanisms:

e Upstream according to the PCle specification.
e NVM bit.

Performance Monitoring

The 82574L incorporates PCle performance monitoring counters to provide common
capabilities to evaluate performance. The 82574L implements four 32-bit counters to
correlate between concurrent measurements of events as well as the sample delay and
interval timers. The four 32-bit counters can also operate in a two 64-bit mode to count
long intervals or payloads.

The list of events supported by the 82574 and the counters control bits are described in
the memory register map.

Ethernet Interface

The 82574L MAC provides a complete CSMA/CD function, supporting IEEE 802.3

(10 Mb/s), 802.3u (100 Mb/s), 802.3z, and 802.3ab (1000 Mb/s) implementations. The
82574L performs all of the functions required for transmission, reception, and collision
handling called out in the standards.

The GMII/MII mode used to communicate between the MAC and the PHY supports
10/100/1000 Mb/s operation, with both half- and full-duplex operation at 10/100 Mb/s,
and only full-duplex operation at 1000 Mb/s.

The 82574L MAC is optimized for full-duplex operation in 1000 Mb/s mode. Half-duplex
1000 Mb/s operation is not supported.

The PHY features 10/100/1000-BaseT signaling and is capable of performing intelligent
power-management based on both the system power-state and LAN energy-detection
(detection of unplugged cables). Power management includes the ability to shutdown
to an extremely low (powered-down) state when not needed as well as ability to auto-
negotiate to a lower-speed 10/100 Mb/s operation when the system is in low power-
states.

MAC/PHY GMII/MII Interface

The 82574L MAC and PHY communicate through an internal GMII/MII interface that can
be configured for either 1000 Mb/s operation (GMII) or 10/100 Mb/s (MII) mode of
operation. For proper network operation, both the MAC and PHY must be properly
configured (either explicitly via software or via hardware auto-negotiation) to identical
speed and duplex settings. All MAC configuration is performed using device control
registers mapped into system memory or I/O space; an internal MDIO/MDC interface,
accessible via software, is used to configure the PHY operation.
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The internal Gigabit Media Independent Interface (GMII) mode of operation is similar to
MII mode of operation. GMII mode uses the same MDIO/MDC management interface
and registers for PHY configuration as MII mode. These common elements of operation
enable the 82574 MAC and PHY to cooperatively determine a link partner's operational
capability and configure the hardware based on those capabilities.

MDIO/MDC

The 82574L implements an internal IEEE 802.3 MII Management Interface (also known
as the Management Data Input/Output or MDIO Interface) between the MAC and PHY.
This interface provides the MAC and software the ability to monitor and control the
state of the PHY. The internal MDIO interface defines a physical connection, a special
protocol that runs across the connection, and an internal set of addressable registers.
The internal interface consists of a data line (MDIO) and clock line (MDC), which are
accessible by software via the MAC register space.

Software can use MDIO accesses to read or write registers in either GMII or MII mode
by accessing the 82574's MDIC register (see section 10.2.2.7).

Other MAC/PHY Control and Status

In addition to the internal GMII/MII communication and MDIO interface between the
MAC and the PHY, the 82574 implements a handful of additional internal signals
between MAC and PHY, which provide richer control and features.

e PHY reset - The MAC provides an internal reset to the PHY. This signal combines the
PCI_RST_N input from the PCI bus and the PHY Reset bit of the Device Control
register (CTRL.PHY_RST).

e PHY link status indication - The PHY provides a direct internal indication of link
status (LINK) to the MAC to indicate whether it has sensed a valid link partner.
Unless the PHY has been configured via its MII management registers to assert this
indication unconditionally, this signal is a valid indication of whether a link is
present. The MAC relies on this internal indication to reflect the STATUS.LU status
as well as to initiate actions such as generating interrupts on link status changes,
re-initiating link speed sense, etc.

e PHY duplex indication - The PHY provides a direct internal indication to the MAC of
its resolved duplex mode (FDX). Normally, auto-negotiation by the PHY enables the
PHY to resolve full/duplex communications with the link partner (except when the
PHY is forced through MII register settings). The MAC normally uses this signal
after a link loss/restore to ensure that the MAC is configured consistently with the
re-linked PHY settings. This indication is effectively visible through the MAC register
bit STATUS.FD, each time MAC speed has not been forced.

e PHY speed indication(s) - The PHY provides direct internal indications (SPD_IND) to
the MAC of its negotiated speed (10/100/1000 Mb/s). The result of this indication is
effectively visible through the MAC register bits STATUS.SPEED each time MAC
speed has not been forced.

¢ MAC Dx power state indication - The MAC indicates its ACPI power state
(PWR_STATE) to the PHY to enable it to perform intelligent power-management
(provided that the PHY power-management is enabled in the MAC CTRL register).

Duplex Operation for Copper PHY/GMII/MII Operation

The 82574L supports half-duplex and full-duplex 10/100 Mb/s MII mode or 1000 Mb/s
GMII mode.

Configuring the duplex operation of the 82574 can either be forced or determined via
the auto-negotiation process. See section 3.2.3 for details on link configuration setup
and resolution.
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3.2.2.1

3.2.2.2

Note:

3.2.3

Full Duplex

All aspects of the IEEE 802.3, 802.3u, 802.3z, and 802.3ab specifications are
supported in full duplex operation. Full duplex operation is enabled by several
mechanisms, depending on the speed configuration of the 82574 and the specific
capabilities of the link partner used in the application. During full duplex operation, the
82574 might transmit and receive packets simultaneously across the link interface.

In full-duplex GMII/MII mode, transmission and reception are delineated independently
by the GMII/MII control signals. Transmission starts at the assertion of TX_EN, which
indicates there is valid data on the TX_DATA bus driven from the MAC to the PHY.
Reception is signaled by the PHY by the assertion of the RX_DV signal, which indicates
valid receive data on the RX_DATA lines to the MAC.

Half Duplex
The 82574L MAC can operate in half duplex.

In half duplex operation, the MAC attempts to avoid contention with other traffic on the
link by monitoring the CRS signal provided by the PHY and deferring to passing traffic.
When the CRS signal is de-asserted or after a sufficient Inter-Packet Gap (IPG) has
elapsed after a transmission, frame transmission begins. The MAC signals the PHY with
TX_EN at the start of transmission.

If a collision occurs, the PHY detects the collision and asserts the COL signal to the
MAC. Transmitting the frame stops within four link clock times and the 82574 sends a
JAM sequence onto the link. After the end of a collided transmission, the 82574 backs
off and attempts to re-transmit per the standard CSMA/CD method.

The re-transmissions are done from the data stored internally in the 82574 MAC
transmit packet buffer (no re-access to the data in host memory is performed).

After a successful transmission, the 82574 is ready to transmit any other frame(s)
queued in the MAC's transmit FIFO, after the minimum Inter-Frame Spacing (IFS) of
the link has elapsed.

During transmit, the PHY is expected to signal a carrier-sense (assert the CRS signal)
back to the MAC before one slot time has elapsed. The transmission completes
successfully even if the PHY fails to indicate CRS within the slot time window; if this
situation occurs, the PHY can either be configured incorrectly or be in a link down
situation. Such an event is counted in the Transmit Without CRS statistic register (see
section 10.2.7.11).

Auto-Negotiation & Link Setup Features

The method for configuring the link between two link partners is highly dependent on
the mode of operation.
Configuration of the link can be accomplished by several methods ranging from:
e software's forcing link settings
e software-controlled negotiation
e MAC-controlled auto-negotiation
e auto-negotiation initiated by a PHY.
The following sections describe processes of bringing the link up including configuration

of the 82574 and the transceiver, as well as the various methods of determining duplex
and speed configuration.
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3.2.3.1

3.2.3.1.1

Note:

Note:

Note:
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The PHY performs auto-negotiation per 802.3ab clause 40 and extensions to clause 28.
Link resolution is obtained by the MAC from the PHY after the link has been established.
The MAC accomplishes this via the MDIO interface, via specific signals from the PHY to
the MAC, or by MAC auto-detection functions.

Link Configuration

Link configuration is generally determined by PHY auto-negotiation. The software
device driver must intervene in cases where a successful link is not negotiated or a user
desires to manually configure the link. The following sections discuss the methods of
link configuration for copper PHY operation.

PHY Auto-Negotiation (Speed, Duplex, Flow-Control)

The PHY performs the auto-negotiation function. The details of this operation are
described in the IEEE P802.3ab draft standard and are not included here.

Auto-negotiation provides a method for two link partners to exchange information in a
systematic manner in order to establish a link configuration providing the highest
common level of functionality supported by both partners. Once configured, the link
partners exchange configuration information to resolve link settings such as:

e Speed: 10/100/1000 Mb/s
e Duplex: full or half
e Flow control operation

PHY specific information required for establishing the link is also exchanged.

If flow control is enabled in the 82574, the settings for the desired flow control
behavior must be set by software in the PHY registers and auto-negotiation restarted.
After auto-negotiation completes, the software device driver must read the PHY
registers to determine the resolved flow control behavior of the link and reflect these in
the MAC register settings (CTRL.TFCE and CTRL.RFCE). If no software device driver is
loaded and auto-negotiation is enabled, then hardware sets these bits in accordance
with the auto-negotiation results.

By default, the PHY advertises flow control support. Since the management path does
not support flow control, it should change this default. Therefore, when management is
active and there is no software device driver loaded, it should disable the flow control

support and restart auto-negotiation.

Once PHY auto-negotiation completes, the PHY asserts a link indication (LINK) to the
MAC. Software must set the Set Link Up bit in the Device Control register (CTRL.SLU)
before the MAC recognizes the link indication from the PHY and can consider the link to
be up.
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3.2.3.1.2

3.2.3.1.2.1

Note:

Note:

3.2.3.1.2.2

MAC Speed Resolution

For proper link operation, both the MAC and PHY must be configured for the same
speed of link operation. The speed of the link can be determined and set by several
methods with the 82574. These include:

e Software-forced configuration of the MAC speed setting based on PHY indications,
which can be determined as follows:

— Software reads of PHY registers directly to determine the PHY's auto-negotiated
speed

— Software reads the PHY's internal PHY-to-MAC speed indication (SPD_IND)
using the MAC STATUS.SPEED register

— Software signals the MAC to attempt to auto-detect the PHY speed from the
PHY-to-MAC RX_CLK, then programs the MAC speed accordingly

e The MAC automatically detecting and setting the link speed of the MAC based on
PHY indications by:

— Using the PHY's internal PHY-to-MAC speed indication (SPD_IND), setting the
MAC speed automatically

— Attempting to auto-detect the PHY speed from the PHY-to-MAC RX_CLK and
setting the MAC speed automatically

Aspects of these methods are discussed in the sections that follow.

Forcing MAC Speed

There might be circumstances when the software device driver must forcibly set the
link speed of the MAC. This can occur when the link is manually configured. To force the
MAC speed, the software device driver must set the CTRL.FRCSPD (force-speed) bit to
1b and then write the speed bits in the Device Control register (CTRL.SPEED) to the
desired speed setting. See section 10.2.2.1 for details.

Forcing the MAC speed using CTRL.FRCSPD overrides all other mechanisms for
configuring the MAC speed and can yield non-functional links if the MAC and PHY are
not operating at the same speed/configuration.

When forcing the 82574 to a specific speed configuration, the software device driver
must also ensure the PHY is configured to a speed setting consistent with MAC speed
settings. This implies that software must access the PHY registers to either force the
PHY speed or to read the PHY status register bits that indicate link speed of the PHY.

Forcing speed settings by CTRL.SPEED can also be accomplished by setting the
CTRL_EXT.SPD_BYPS bit. This bit bypasses the MAC's internal clock switching logic and
enables the software device driver complete control of when the speed setting takes
place. The CTRL.FRCSPD bit uses the MAC's internal clock switching logic, which does
delay the affect of the speed change.

Using PHY Direct Link-Speed Indication

The 82574L PHY provides a direct internal indication of its speed to the MAC
(SPD_IND). The most direct method for determining the PHY link speed and either
manually or automatically configuring the MAC speed is based on these direct speed
indications.

For MAC speed to be set/determined from these direct internal indications from the
PHY, the MAC must be configured such that CTRL.ASDE and CTRL.FRCSPD are both Ob
(both auto-speed detection and forced-speed override are disabled). As a result, the
MAC speed is reconfigured automatically each time the PHY indicates a new link-up
event to the MAC.
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When MAC speed is neither forced nor auto-sensed by the MAC, the current MAC speed
setting and the speed indicated by the PHY is reflected in the Device Status register bits
STATUS.SPEED.

MAC Full/Half Duplex Resolution

The duplex configuration of the link is also resolved by the PHY during the auto-
negotiation process. The 82574L PHY provides an internal indication to the MAC of the
resolved duplex configuration using an internal full-duplex indication (FDX).

This internal duplex indication is normally sampled by the MAC each time the PHY
indicates the establishment of a good link (LINK indication). The PHY's indicated duplex
configuration is applied in the MAC and reflected in the MAC Device Status register
(STATUS.FD).

Software can override the duplex setting of the MAC via the CTRL.FD bit when the
CTRL.FRCDPLX (force duplex) bit is set. If CTRL.FRCDPLX is Ob, the CTRL.FD bit is
ignored and the PHY's internal duplex indication applied.

Using PHY Registers

The software device driver might be required under some circumstances to read from
or write to the MII management registers in the PHY. These accesses are performed via
the MDIC registers (see section 10.2.2.7). The MII registers enable the software device
driver to have direct control over the PHY's operation, which might include:

e Resetting the PHY

e Setting preferred link configuration for advertisement during the auto-negotiation
process

e Restarting the auto-negotiation process
e Reading auto-negotiation status from the PHY
e Forcing the PHY to a specific link configuration

The set of PHY management registers required for all PHY devices can be found in the
IEEE P802.3ab draft standard. The registers for the 82574 PHY are described in
section 10.2.

Comments Regarding Forcing Link

Forcing link requires the software device driver to configure both the MAC and PHY in a
consistent manner with respect to each other. After initialization, the software device
driver configures the desired modes in the MAC, then accesses the PHY registers to set
the PHY to the same configuration.

Before enabling the link, the speed and duplex settings of the MAC can be forced by
software using the CTRL.FRCSPD, CTRL.FRCDPX, CTRL.SPEED, and CTRL.FD bits. After
the PHY and MAC have both been configured, the software device driver should write a
1b to the CTRL.SLU bit.

Loss of Signal/Link Status Indication

PHY LOS/LINK signal provides an indication of physical link status to the MAC. This
signal from the PHY indicates whether the link is up or down; typically indicated after
successful auto-negotiation. Assuming that the MAC is configured with CTRL.SLU = 1b,
the MAC status bit STATUS.LU when read, generally reflects whether the PHY has link
(except under forced-link setup where even the PHY link indication might have been
forced).
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3.2.5

3.2.5.1

Note:

When the link indication from the PHY is de-asserted, the MAC considers this to be a
transition to a link-down situation (such as, cable unplugged, loss of link partner, etc.).
If the LSC (Link Status Change) interrupt is enabled, the MAC generates an interrupt to
be serviced by the software device driver. See section 7.4 and section 10.2.4 for more
details.

10/100 Mb/s Specific Performance Enhancements

Adaptive IFS

The 82574L supports back-to-back transmit Inter-Frame-Spacing (IFS) of 960 ns in
100 Mb/s operation and 9.6 pus in 10 Mb/s operation. Although back-to-back
transmission is normally desirable, sometimes it can actually hurt performance in half-
duplex environments due to excessive collisions. Excessive collisions are likely to occur
in environments where one station is attempting to send large frames back-to-back,
while another station is attempting to send acknowledge (ACK) packets.

The 82574L contains an Adaptive IFS register (see section 10.2.6.3) that enables the
implementation of a driver-based adaptive IFS algorithm for collision reduction, which
is similar to Intel's other Ethernet products (such as PRO/100 adapters). Adaptive IFS
throttles back-to-back transmissions in the transmit MAC and delays their transfer to
the CSMA/CD transmit function and then can be used to delay the transmission of
back-to-back packets on the wire. Normally, this register should be set to zero.
However, if additional delay is desired between back-to-back transmits, then this
register can be set with a value greater than zero. This can be helpful in high-collision
half-duplex environments.

The AIFS field provides a similar function to the IGPT field in the TIPG register (see
section 10.2.6.3). However, this Adaptive IFS throttle register counts in units of GTX/
MTX_CLK clocks, which are 800 ns, 80 ns, 8 ns for 10/100/1000 Mb/s mode
respectively, and is 16 bits wide, thus providing a greater maximum delay value.

Using values lower than a certain minimum (determined by the ratio of GTX/MTX_CLK
clock to link speed), has no effect on back-to-back transmission. This is because the
82574 does not start transmission until the minimum IEEE IFS (9.6 ps at 10 Mb/s, 960
ns at 100 Mb/s, and 96 ns at 1000 Mb/s) has been met regardless of the value of
Adaptive IFS. For example, if the 82574 is configured for 100 Mb/s operation, the
minimum IEEE IFS at 100 Mb/s is 960 ns. Setting AIFS to a value of 10 (decimal) would
not effect back-to-back transmission time on the wire because the 800 ns delay
introduced (10 * 80 ns = 800 ns) is less than the minimum IEEE IFS delay of 960 ns.
However, setting this register with a value of 20 (decimal), which corresponds to

1600 ns for the above example, would delay back-to-back transmits because the
ensuing 1600 ns delay is greater than the minimum IFS time of 960 ns.

It is important to note that this register has no effect on transmissions that occur
immediately after receives or on transmissions that are not back-to-back (unlike the
IPGR1 and IPGR2 values in the TIPG register (see section 10.2.6.2). In addition,
Adaptive IFS also has no effect on re-transmission timing (re-transmissions occur after
collisions). Therefore, AIFS is only enabled in back-to-back transmission.

The AIFS value is not additive to the TIPG.IPGT value; instead, the actual IPG equals
the larger of the two, AIFS and TIPG.IPGT.
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Flow Control

Flow control as defined in 802.3x, as well as the specific operation of asymmetrical flow
control defined by 802.3z, are supported in the MAC. The following seven registers are
defined for the implementation of flow control:

e Flow Control Address Low (FCAL) - 6-byte flow control multicast address
¢ Flow Control Address High (FCAH) - 6-byte flow control multicast address
e Flow Control Type (FCT) - 16-bit field that indicates flow control type

e Flow Control Receive Thresh Hi (FCRTH) - 13-bit high-water mark indicating receive
buffer fullness

¢ Flow Control Receive Thresh Lo (FCRTL) - 13-bit low-water mark indicating receive
buffer emptiness

e Flow Control Transmit Timer Value (FCTTV) - 16-bit timer value to include in
transmitted pause frames

e Flow Control Refresh Threshold Value (FCRTV) - 16-bit pause refresh threshold
value

Flow control allows for local controlling of network congestion levels. Flow control is
implemented as a means of reducing the possibility of receive buffer overflows. Receive
buffer overflows result in the dropping of received packets. Flow control is
accomplished by notifying the transmitting station that the receiving station receive
buffer is nearly full.

Implementing asymmetric flow control allows for one link partner to send flow control
packets while being allowed to ignore their reception. For example, not required to
respond to pause frames.

MAC Control Frames and Reception of Flow Control Packets

Three comparisons are used to determine the validity of a flow control frame. All three
must be true for a positive result.

1. A match on the six-byte multicast address for MAC control frames or to the station
address of the device (Receive Address Register 0).

2. A match on the Type field.
3. A comparison of the MAC Control Opcode field.

The 802.3x standard defines the MAC control frame multicast address as 01-80-C2-00-
00-01. This address must be loaded into the Flow Control Address Low/High registers
(FCAL/FCAH).

The Flow Control Type (FCT) register contains a 16-bit field that is compared against
the flow control packet's Type field to determine if it is a valid flow control packet: XON
or XOFF. 802.3x reserves this as 0x8808. This value must be loaded into the Flow
Control Type register.

The final check for a valid pause frame is the MAC control opcode. At this time, only the
pause control frame opcode is defined. It has a value of 0x0001.

Frame-based flow control differentiates XOFF from XON based on the value of the
Pause Timer field. Non-zero values constitute XOFF frames while a value of zero
constitutes an XON frame. Values in the timer field are in units of slot time. A slot time
is hard wired to 64-byte times or 512 ns.

An XON frame signals the cancellation of the pause from being initiated by an XOFF
frame (pause for zero slot times).
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Figure 6.

Note:
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802.3x MAC Control Frame Format

Where S is the start-of-packet delimiter and T is the first part of the end-of-packet
delimiters for 802.3z encapsulation.

The receiver is enabled to receive flow control frames if flow control is enabled via the
RFCE bit in the Device Control (CTRL) register.

Flow control capability must be negotiated between link partners via the auto-
negotiation process. The auto-negotiation process might modify the value of these bits
based on the resolved capability between the local device and the link partner.

Once the receiver validates receiving an XOFF or pause frame, the 82574 performs the
following:

e Increments the appropriate statistics register(s).

e Sets the TXOFF bit in the Device Status (STATUS) register.

e Initializes the pause timer based on the packet's Pause Timer field.

e Disables packet transmission or schedules the disabling of transmissions after the

current packet completes.

Resuming transmission can occur under the following conditions:

¢ An expired pause timer

e Receiving an XON frame (a frame with its pause timer set to zero)

Either condition clears the TXOFF status bit in the Device Status register and
transmission can resume. Note that hardware records the number of received XON

frames.

51



u ®
l n tel ) 82574 GbE Controller—Interconnects

3.2.6.2

3.2.6.3

Note:

Note:

Note:
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Discard Pause Frames and Pass MAC Control Frames

Two bits in the Receive Control register are implemented specifically for control over
receipt of pause and MAC control frames. These bits are Discard PAUSE Frames (DPF)
and Pass MAC Control Frames (PMCF). See section 10.2.6.2 for DPF and PMCF bit
definitions.

The DPF bit forces the discarding of any valid pause frame addressed to the 82574's
station address. If the packet is a valid pause frame and is addressed to the station
address (receive address [0]), the 82574 does not pass the packet to host memory if
the DPF bit is set to logic high. However, if a flow control packet is sent to the station
address and is a valid flow control frame, it is then be transferred when DPF is set to
Ob. This bit has no affect on pause operation, only the DMA function.

The PMCF bit enables for the passing of any valid MAC control frames to the system,
which does not have a valid pause opcode. In other words, the frame must have the
correct MAC control frame multicast address (or the MAC station address) as well as
the correct Type field match with the FCT register, but does not have the defined pause
opcode of 0x0001. Frames of this type are transferred to host memory when PMCF is a
logic high.

Transmitting PAUSE Frames

Transmitting pause frames is enabled by software by writing a 1b to the TFCE bit in the
Device Control register.

Similar to receiving flow control packets, XOFF packets can be transmitted only if this
configuration has been negotiated between the link partners via the auto-negotiation
process. In other words, setting this bit indicates the desired configuration. Resolving
the auto-negotiation process is described in section 3.2.3.

The content of the Flow Control Receive Threshold High register determines at what
point hardware transmits a pause frame. Hardware monitors the fullness of the receive
FIFO and compares it with the contents of FCRTH. When the threshold is reached,
hardware sends a pause frame with its pause time field equal to FCTTV.

At the time threshold is reached, the hardware starts counting an internal shadow
counter FCRTV (reflecting the pause time-out counter at the partner end) from zero.
When the counter reaches the value indicated in the FCRTV register, then, if the pause
condition is still valid (meaning that the buffer fullness is still above the low
watermark), an XOFF message is sent again and the shadow counter starts counting
again.

Once the receive buffer fullness reaches the low water mark, hardware sends an XON
message (a pause frame with a timer value of zero). Software enables this capability
with the XONE field of the FCRTL.

Hardware sends one more pause frame if it has previously sent one and the FIFO
overflows (so the threshold must not be set greater than the FIFO size). This is
intended to minimize the amount of packets dropped if the first pause frame does not
reach its target. Since the secure receive packets use the same data path, the behavior
is identical when secure packets are received.

Transmitting flow control frames should only be enabled in full-duplex mode per the
IEEE 802.3 standard. Software should ensure that transmitting flow control packets is
disabled when the 82574 is operating in half-duplex mode.

Regardless of the mechanism above, each time a receive packet is dropped due to lack
of space in the internal receive buffer, a pause frame is transmitted as well (if TFCE bit
in the Device Control register is enabled).
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3.2.6.4

Note:

Note:

3.3

3.3.1

3.3.2

Software Initiated Pause Frame Transmission

The 82574L has the added capability to transmit an XOFF frame via software. This is
accomplished by software writing a 1b to the SWXOFF bit of the Transmit Control
register. Once this bit is set, hardware initiates transmitting a pause frame in a manner
similar to that automatically generated by hardware.

The SWXOFF bit is self-clearing after the pause frame has been transmitted.

The state of the CTRL.TFCE bit or the negotiated flow control configuration does not
affect software generated pause frame transmission.

Software sends an XON frame by programming a zero in the Pause Timer field of the
FCTTV register.

XOFF transmission is not supported in 802.3x for half-duplex links. Software should not
initiate an XOFF or XON transmission if the 82574 is configured for half-duplex
operation.

SPI Non-Volatile Memory Interface

General Overview

The 82574L requires non-volatile content for the 82574 configuration. The Non-Volatile
Memory (NVM) might contain the following main regions:

¢ LAN configuration space accessed by hardware - loaded by the 82574 after power
up, PCI reset de-assertion, D3->DO0 transition, or a software commanded EEPROM
read (CTRL_EXT.EE_RST).

e LAN configuration space accessed by software - used by software only. The
meaning of these registers as listed here as a convention for the software only and
is ignored by the 82574.

Supported NVM Devices

Some Intel LAN controllers require both an EEPROM and Flash device for storing LAN
data. However, the 82574 reduces the Bill of Material (BOM) cost by consolidating the
EEPROM and Flash into a single non-volatile memory device. The NVM is connected to a
single Serial Peripheral Interface (SPI).

The 82574 is compatible with many sizes of 4-wire SPI NVM devices. The required NVM
size is dependent upon system requirements.
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Table 25. NVM Configuration Size
Configuration Minimum NVM Size Memory Family
SMBus or NC-SI manageability! 32 Kb SPI EEPROM
No Manageability/No iSCSI boot! 1 Kb SPI EEPROM
PXE only 512 Kb SPI Flash
iSCSI boot only 2 Mb SPI Flash
Both iSCSI boot and PXE 4 Mb SPI Flash
1. If PXE and iSCSI boot firmware is required, they must be integrated into the BIOS.
Table 26. Compatible EEPROM Parts
Vendor 1 Kb 2 Kb 32 Kb
Atmel* AT25010N AT25020N AT25320N
STM* 95010W6 95020W6 95320W6
Catalyst* CAT25010S CAT25020S CAT25C320S
Table 27. Compatible Flash Parts
Vendor 512 Kb 1 Mb 2 Mb 4 Mb 8 Mb
Winbond* N/A W25X10BV W25X20BV W25X40BV N/A
Atmel AT25F512B N/A AT25DF021 AT25DF041A AT25DF081A
PMC* 25LV512A 25LVO10A 25LV020 N/A N/A
SST* SST25VF512 | SST25VF010A SST25VF0208B SST25VF040B SST25VF080B
3.3.3 NVM Device Detection
The 82574L detects the device connected on the SPI interface in two phases.
1. It first detects the device type by the state of the NVMT strapping pin.
2. It then looks at the NVM content depending on a valid signature in word 0x12 in the
NVM.
In reference to the EEPROM, the 82574 detects the length of the address bytes by
sensing the signature at word 0x12. It then sets the NVADDS field in the EEC register.
The exact size of the NVM is fetched by the 82574 from word OxOF and is stored in the
NVSize field in the EEC register. When operating with an EEPROM that has an invalid
signature, software can force the address length via the NVADDS field in the EEC
register. Controlling the address length enables software to access the EEPROM via the
parallel EERD and EEWR registers in all cases including invalid signature.
3.3.3.1 CRC Field
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3.3.4

3.3.5

3.3.5.1

3.3.6

Note:

Device Operation with an External EEPROM

When the 82574 is connected to an external EEPROM, it provides similar functionality
to its predecessors with the following enhancements:

e Enables a complete parallel interface for read/write to the EEPROM.

e Enables software to specify explicitly the address length, thus eliminating the need
for bit banging access even on an empty EEPROM.

Device Operation with Flash

As previously stated, the 82574 merges the legacy EEPROM and Flash content in a
single Flash device. The 82574L copies the lower section in the Flash device to an
internal shadow RAM. The interface to the shadow RAM is the same as the interface for
an external EEPROM device. This mechanism provides a seamless backward compatible
interface for software to the legacy EEPROM space as if an external EEPROM device is
connected.

The 82574L supports Flash devices with a block erase size of 4 KB. Note that many
Flash vendors are using the term sector differently. This document uses the term Flash
sector for a logic section of 4 KB.

LAN Configuration Sectors

Flash devices require a block erase instruction in case a cell is modified from Ob to 1b.
As a result, in order to update a single byte (or block of data) it is required to erase it
first. The first addresses of the Flash contain the device configuration and must always
be valid. The 82574L maintains two sectors of 4 KB: SO and S1 for the configuration
content. At least one of these two sectors is valid at any given time or else the 82574 is
set by the hardware default. section 3.3.6 provides more details on the shadow RAM
and the first two sectors.

Shadow RAM

The 82574L includes an internal 4 KB shadow RAM of the first 4 KB Flash sector(s).
When the 82574 is connected to a Flash device the legacy configuration parameters
might reside in any of the first two 4 KB sectors (SO or S1) in the Flash. The 82574L
copies that data to an internal shadow memory. The shadow RAM emulates a seamless
EEPROM interface to the rest of the 82574 and host CPU. This way the legacy
configuration content is accessible to software and firmware on the same EEPROM
registers as on previous GbE controllers.

Figure 7 shows the shadow RAM mapping and interface relative to the Flash and the
EEPROM. The external EEPROM and the shadow RAM share the same interface. The
82574L might access the EEPROM or shadow RAM according to the setting of the
SELSHAD bit in the EEC register. By hardware default, the SELSHAD bit is set by the
NVMT strapping pin so that the EEPROM is selected in case of external EEPROM and the
shadow RAM is selected in the case of external Flash.

Access to the shadow RAM uses the same interface as the external EEPROM with the
exception that bit banging is not supported for the shadow RAM.
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Figure 7.

3.3.6.1

Note:

3.3.6.2
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Flash Mode

The 82574L is initialized from the NVM. As part of the initialization sequence, the 82574
copies the 4 KB content of SO or S1 from the Flash to the shadow RAM. Any access to
the EEPROM interface is directed to the shadow RAM. Following any write access to the
shadow RAM by software or firmware, the data should also be updated in the Flash. The
82574L maintains a watchdog timer defined by the FLASHT register to minimize Flash
updates. The timer is triggered by any write access to the shadow RAM. The 82574L
updates the Flash from the shadow RAM when the FLASHT timer expires or when
firmware or software request explicitly to update the Flash by setting the FLUPD bit in
the FLA register. The 82574L copies the content of the shadow RAM to the inactive
configuration sector and then makes it the active one. The Flash update sequence is
listed in the steps that follow:

1. Initiates block erase instruction(s) to the inactive sector (the inactive sector is
defined by the inverse value of the SEC1VAL bit in the EEC register).

2. Copy the shadow RAM to the inactive sector while the signature word is copied last.

3. Clear the signature word in the active sector to make it invalid.

4. Toggle the state of the SEC1VAL bit in the EEC register to indicate that the inactive
sector became the active one and visa versa.

Software should be aware of the fact that actual programming to the Flash might
require a long latency following the write access to the shadow RAM. Software might
poll the FLUDONE bit in the FLMNGCTL register to complete the Flash programming,
when required.

EEPROM Mode

When the 82574 is attached to an external EEPROM, any access to the EEPROM
interface is directed to the external EEPROM.
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3.3.7

Table 28.

3.3.7.1

Note:

Note:

3.3.7.2

NVM Clients and Interfaces

There are several clients that might access the NVM or shadow RAM listed in the
following table. Listed are the various clients and their access type to the NVM:
software device driver, BIOS, firmware and hardware.

Clients and Access Type to the NVM

Client + Interface NVM port NVM instructions

Host CPU on EEC CSR EEPROM Legacy bit banging

Host CPU on EERD and EEPROM Parallel word read and write to EEF_’ROM or shadow RAM
EEWR (controlled by the EEC.SELSHAD bit)

MNG on EEMNG CSR EEPROM Parallel word read and write to EEPROM or shadow RAM
Host CPU on FLA CSR Flash Legacy bit banging and Flash erase instructions

Host CPU via BAR Flash Read byte word and Dword and byte programming?

Host CPU via FLSWxxx Flash Host writ_e access to the Flash no support for burst (multiple
CSR registers byte) writes

Direct HW accesses Both Read EEPROM/shadow RAM at device initialization

1. Following a write instruction or erase instructions to the Flash, the 82574 initiates seamless write enable
before the write or erase instructions and polls the status at the end to check its completion.

Memory Mapped Host Interface via LAN Flash BAR

Software might read and write to the Flash via the LAN Flash BAR. The Flash BAR is
mapped to the physical Flash at offset 0x0. The 82574L supports read byte, word or
Dword and write byte through this interface. The host CPU waits (stalled) until the read
access to the Flash completes.

One of the first two sectors of 4 KB in the Flash are also reflected in the shadow RAM.
During normal operation, when software requires access to these sectors it should
access the shadow RAM. Direct write accesses to the Flash in this space via the Flash
BAR might cause non-coherency between the Flash and the shadow RAM.

Flash BAR access while FLA.FL_REQ is asserted (and granted) is forbidden.

CSR Mapped Host Interface

Software has bit banging and parallel accesses to the NVM or shadow RAM via the
registers in the CSR space. The 82574L supports the following cycles on the parallel
interface: posted write, posted read, block erase and device erase. Access to the
configuration space in the first two sectors is directed via the EEPROM registers
regardless of the external physical device. Access to the rest of the NVM space is done
according to the type of the physical device: Flash registers in reference to Flash and
EEPROM registers in reference to EEPROM. EEPROM CSR registers are as follows:

e EEC register for bit banging and device control
e EERD and EEWR registers for parallel read and write access

The Flash CSR registers are as follows:
e FLA register and EEC register for bit banging and device control
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Note:

Note:

3.3.7.3

3.3.8

3.3.8.1

3.3.8.2
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When software accesses the EEPROM or Flash spaces via the bit banging interface, it
should follow these steps:

1. Write a 1b to the Request bit in the FLA or EEC registers.
2. Poll the Grant bit in the FLA or EEC registers until its ready.

3. Access the NVM using the direct interface to its signaling via the EEC or FLA
registers.

4. When access completes, software should clear the Request bit.

Following a write or erase instruction, software should clear the Request bit only after it
checked that the cycles were completed by the NVM.

CSR Mapped Firmware Interface
Firmware might access the NVM or shadow RAM via the NVM MNG Control registers in
the CSR space with the following capabilities:

e Word read and write accesses to the EEPROM or shadow RAM via the EEMNGCTL
and EEMNGDATA registers.

e Read and write DMA and block erase to the Flash interface via the FLMNGCTL and
FLMNGDATA registers. Flash accesses are mapped to the physical NVM at offset
0x0. Note that nominal accesses to the first two 4 KB sectors should be addressed
to the shadow RAM via the EEPROM interface.

NVM Write and Erase Sequence

Software Flow to the Bit Banging Interface
When software accesses the EEPROM or Flash CSR registers to the bit banging interface
it should follow these steps:

1. Write a 1b to the Request bit in the FLA or EEC registers.

2. Poll the Grant bit in the FLA or EEC registers until its ready.

3. Access the NVM using the direct interface to its signaling via the EEC or FLA
registers.

4. When access is achieved, software should clear the Request bit. Note that following
a write or erase instruction, software should clear the Request bit only after it
checked that the cycles were completed by the NVM.

Software Byte Program Flow to the EEPROM Interface

Software initiates a write cycle to the NVM on the parallel EEPROM as follows:
1. Poll the Done bit in the EEWR register until its set.
2. Write the data word, its address, and the Start bit to the EEWR register.

As a response, hardware executes the following steps:

Case 1 - The 82574L is connected to a physical EEPROM device:

1. Initiate an autonomous write enable instruction.

2. Initiate the program instruction right after the enable instruction.
3. Poll the EEPROM status until programming completes.

4. Set the Done bit in the EEWR register.
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3.3.8.3

Note:

3.3.8.4

3.3.8.5

Case 2 - The 82574L is connected to a physical Flash device:

1. The 82574L writes the data to the shadow RAM and sets the Done bit in the EEWR
register.

2. Update of the shadow RAM to the Flash device as described in section 3.3.6.

Flash Byte Program Flow

Software initiates a byte write cycle via the Flash BAR as follows:
1. Write access to the Flash must be first enabled in the FLEW field in the EEC register.
Poll the FLBUSY flag in the FLA register until cleared.
Write the data byte to the Flash through the Flash BAR.
Repeat the steps 2 and 3 if multiple bytes should be programmed.

Clear the write enable in the FLEW field in the EEC register to protect the Flash
device.

u A W N

As a response, hardware executes the following steps for each write access:
1. Initiate autonomous write enable instruction.
2. Initiate the program instruction right after the enable instruction.
3. Poll the Flash status until programming completes.
4. Clear the FLBUSY bit in the FLA register.

This section explains only the actual programming of a single byte or multiple bytes.

Flash Erase Flow
Device Erase Flow:

Erase instructions flow by software is almost identical to the program flow:

1. Erase access to the Flash must be first enabled in the FLEW field in the EEC
register.

2. Poll the FLBUSY flag in the FLA register until cleared.
3. Set the Flash Erase bit (FL_ER) in the FLA register.

4. Clear the Erase enable in the FLEW field in the EEC register to protect the Flash
device.

Flash Burst Program Flow
The 82574L provides a burst engine that can be useful for initial programming of the
entire Flash image according to the following flow:
1. Set the ADDR field with the byte resolution address in the FLSWCTL register.
Set the CMD field to 01b, which is the DMA write setting in the FLSWCTL register.
Write the first 32 bits of data to the FLSWGDATA register.
Set the RDCNT field to the byte count number in the FLSWCNT register.
Set the CMDV field in the FLSWCTL register to start a DMA write.

Hardware starts accessing the SPI bus and begins writing the first 32 bits from the
FLSWDATA register.

7. Once hardware writes the 32-bit data to the Flash, the DONE bit in the FLSWCTL
register is set indicating the next 32 bits are required.

o v A WN
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3.3.8.6

3.4

Note:

3.5

Note:

Note:
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8. Until new data is written to the FLSWDATA register, the Flash clock is paused.

9. Once data is written to the FLSWDATA by the software, the DONE bit in the
FLSWCTL register is cleared and is set after hardware writes it to the Flash.

10. After all bytes are written to the Flash, hardware completes the cycle on the SPI
bus and sets the WRDONE bit in the FLSWCTL register indicating that the entire
burst has completed.

Flash Programming Flow of SO and S1

Other than initial programming of the Flash device, software and firmware should not
access the configuration sectors: SO and S1. Any access to the configuration flow
should go to the Shadow RAM via the EEPROM interface registers.

System Management Bus (SMBus)

The NC-SI and SMBus interfaces cannot be used together in the same implementation.
One or the other is selected by the NVM image and loaded into the Flash.

SMBus is a low speed (100 KHz) serial bus used to connect various components in a
system for manageability purposes. SMBus is used as an interface to pass traffic
between the Manageability Controller (MC) and the 82574. The interface can also be
used to enable the MC to configure the 82574's filters and management related
capabilities. Any device on the bus can be a master or a slave.

The SMBus uses two primary signals: SMBCLK and SMBDAT, to communicate. the
82574's SMB_CLK and SMB_DATA pins correspond to these signals. Both of these
signals float high with board-level pull-ups.

The SMBus specification has defined various types of message protocols composed of
individual bytes. The message protocols supported by the 82574 are described in
section 8.0.

For more details about SMBus, see the SMBus specification and section 8.0.

NC-SI

The NC-SI interface in the 82574 is a connection to an external MC. It operates as a
single interface with an external MC, where all traffic between the 82574 and the MC
flows through the interface. See section 8.0 for more details.

The NC-SI and SMBus interfaces cannot be used together in the same implementation.
One or the other is selected by the NVM image and loaded into the Flash.

It is recommended that the MC turn off flow control packet reception on its MAC to
prevent the pause effect from a flow control packet that might arrive from the LAN.
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Figure 8.
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Interface Specification

The 82574L NC-SI interface meets the RMII Specification, Rev. 1.2 as a PHY-side
device.
The following NC-SI capabilities are not supported by the 82574:
e Collision Detection - The interface supports only full-duplex operation.
e MDIO - MDIO/MDC management traffic is not passed on NC-SI.
e Magic packets - Magic packets are not detected at the 82574 NC-SI receive end.
e Flow-control - The 82574L doesn't support flow control on this interface.

Electrical Characteristics

The 82574L complies with the electrical characteristics defined in the RMII
specification. However, the 82574 is not 5 V dc tolerance and requires that signals
conform to 3.3 V dc signaling.

The 82574L dynamically drives its NC-SI output signals (NC-SI_DV and NC-SI_RX) as
required by the sideband protocol:
e At power up, the 82574 floats the NC-SI outputs.

e The 82574L drives the NC-SI outputs as configured by the MC by the Select
Package and Deselect Package commands.
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4.2
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Introduction

This chapter discusses initialization steps. This includes:

General hardware power-up state

Basic device configuration

Initialization of transmit and receive operation
Link configuration and software reset capability
Statistics initialization

Reset Operation

The 82574L reset sources are as follows:

Internal Power On Reset- The 82574L has an internal mechanism for sensing the
power pins. Once power is up and stable, the 82574 implements an internal reset.
This reset acts as a master reset of the entire chip. It is level sensitive, and while it
is Ob holds all of the registers in reset. Internal Power On Reset is an indication that
device power supplies are all stable. Internal Power On Reset changes state during
system power up.

PE_RST_N - Indicates that both the power and the PCIe clock sources are stable; a
value of Ob indicates reset active. This pin asserts an internal reset also after a
D3cold exit. Most units are reset on the rising edge of PE_RST_N. The only
exception is the PCle unit, which is kept in reset while PE_RST_N is active.

Device Disable/Dr Disable - The 82574L enters a device disable mode when the
DEV_OFF_N pin is asserted without shutdown (see Section 5.4.4.4). The 82574L
enters Dr disable mode when certain conditions are met in the Dr state (see
Section 5.4.4.3).

In-band PClIe reset - The 82574L generates an internal reset in response to a
Physical Layer (PHY) message from PCle or when the PCle link goes down (entry to
polling or detect state). This reset is equivalent to PCI reset in previous (PCI) GbE
controllers.

D3hotDO0 transition - This is also known as ACPI reset. The 82574L generates an
internal reset on the transition from D3hot power state to DO (caused after
configuration writes from D3 to DO power state). Note that this reset is per function
and resets only the function that transitioned from D3hot to DO.

Software Reset - Software can reset the 82574 by writing the Device Reset bit of
the Device Control (CTRL.RST) register. The 82574L re-reads the per-function NVM
fields after a software reset. Bits that are normally read from the NVM are reset to
their default hardware values. Note that this reset is per function and resets only
the function that received the software reset. PCI configuration space
(configuration and mapping) of the device is unaffected.
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e Force TCO - This reset is generated when manageability logic is enabled. It is only

generated if the reset on the Force TCO bit of the NVM's Management Control word
is 1b. In pass-through mode it is generated when receiving a Force TCO SMBus
command with bit 1 or bit 7 set.

EEPROM Reset - Writing a 1b to the EEPROM Reset bit of the Extended Device
Control (CTRL_EXT.EE_RST) register causes the 82574 to re-read the per-function
configuration from the NVM, setting the appropriate bits in the registers loaded by
the NVM.

PHY Reset - Software can write a 1b to the PHY Reset bit of the Device Control
(CTRL.PHY_RST) register to reset the internal PHY.

The resets affect the following registers and logic:

Table 29. 82574L Resets

Reset Name
Internal PE In-band
Reset Power RST Device/Dr PCle D3hot Sw Force | EE PHY Notes
activation On N Disable R DO Reset | TCO Reset | Reset
Reset eset
PCle Data Path R V \ \
Load NVM v V v V 6 V V v
PCI Config
Registers RO N v v v
PCI Config
Registers RW v v v v v
Data path V y Y Y Y Y y 5
Wake Up (PM)
Context v 1 v
Wake Up
Control v w/ 2
Register
Wake Up
Status v v 3
Registers
MNG Unit J v
Wake Up
Management 3 y 3 Y y V y 4
Registers
PHY v y w/ \l V V N
Strapping Pins V V
Notes:
1. If D3cold is not supported, the wake-up context is reset (PME_Status and PME_En
bits).
2. Refers to bits in the Wake-Up Control (WUC) register that are not part of the wake-
up context (the PME_En and PME_Status bits).
3. The Wake-Up Status (WUS) registers include the following:

— WUS register.
— Wake-up packet length.
— Wake-up packet memory.
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4. The Wake-Up Management (WUM) registers include the following:
— Wake-up filter control.
— IP address Valid.
— IPv4 address table
— IPv6 address table
— Flexible filter length table
— Flexible filter mask table
5. The following register fields do not follow the previously mentioned general rules:
— Packet Buffer Allocation (PBA) - reset on Internal Power On Reset only.
— Packet Buffer Size (PBS) - reset on Internal Power On Reset only.
— LED configuration registers.

— The Aux Power Detected bit in the PCle Device Status register is reset on
Internal Power On Reset and PCle Power Good only.

— FLA - reset on Internal Power On Reset only.
6. The NVM is loaded only when the LAN function exits D3hot state.
In situations where the device is reset using the software reset CTRL.RST, the TX data

lines will be forced to all zeros. This causes a substantial number of symbol errors to be
detected by the link partner.

4.3 Power Up

4.3.1 Power-Up Sequence
Figure 9 through Figure 15 shows the 82574’s power-up sequencing.

Figure 9 shows a high-level view of the power sequence, while Figure 10 through
Figure 15 provides a more detailed description of each state.
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Figure 10. 82574L Initialization - Power-On Reset
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Figure 11.
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Set Flash write status
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0.008 ‘ 3

82574L Initialization - Flash Load

Notes:

1.

2.

3.

A 4 KB sector is read in a single burst, so the packet overhead is negligible. The
rate is 4 KB x 8 bits / 15.625 Mb/s = 2.1 ms.

The shadow RAM is read at the rate of one word every ~3 clocks of 62.5 MHz, or
~50 ns per word. The 64 words are read in 3.2 ms.

Clear write protection is required for an SST* Flash only. The instruction codes that
are required to initiate are hardwired in the design as defined by SST 25xxx Flash
family: code 0x50 for write status enable and code 0x01 for status write. The
82574L writes a data of 0x00 to the status word which clears all protection.
Software accesses to the Flash are not executed until this step completes.
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Figure 12. 82574L Initialization - EEPROM Load

Each word is read separately using a 5-byte command (1 byte instruction, 2 byte

address, and 2 byte data). Total time at 2 Mb/s is 64 words x 5 bytes x 8 bits/2 Mb/s =
1.28 ms. The rate is 20 ps per word.
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Figure 13.
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82574L Initialization - PHY and Manageability

Each PCle register write takes ~20 PCle clocks (31.25 MHz) per table entry <=>
640 ns per Dword. Each PHY register write takes those 20 clocks + 64 MDC cycles on
the MDIO interface (2.5 MHz) => 26.24 ms per Dword. Therefore, the total is 640 ns x

4 + 26.24 ms x 16 = 422 ms.

Each PCle register write takes ~20 PCle clocks (31.25 MHz) per table entry <=>

640 ns per Dword. Therefore, the bottleneck is the EEPROM at 40 ms per Dword. Each
PHY register write takes those 20 clocks + 64 MDC cycles on the MDIO interface (2.5

MHz) => 26.24 ms per Dword. Therefore, the bottleneck is the EEPROM at 40 ms per
Dword. The 16+4 entries take 20 Dwords x 40 ms = 0.8 s.
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82574L Initialization - NVM Load After PE_RST_N
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Figure 15.
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4.3.2 Timing Diagram
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Figure 16. Power-Up Timing Diagram

Table 30. Notes to Power-Up Timing Diagram

Note

1 Xosc is stable txog after power is stable

5 Internal reset is released after all power supplies are good and tppg after Xosc
is stable.

3 An NVM read starts on the rising edge of the internal reset or Internal Power
On Reset#.

4 After reading the NVM, PHY might exit power down mode.
APM wake up and/or manageability might be enabled based on NVM contents.

6 The PCle reference clock is valid tPWRGD-CLK before the de-assertion of
PE_RST_N (according to PCIe specification).

7 PE_RST_N is de-asserted tPVPGL after power is stable (according to PCIe
specification).

8 De-assertion of PE_RST_N causes the NVM to be re-read, asserts PHY power-
down, and disables Wake Up.

9 After reading the NVM, PHY exits power-down mode.

10 Link training starts after tpgtrn from PE_RST_N de-assertion.

11 A first PCIe configuration access might arrive after tpgcfg from PE_RST_N de-
assertion.

12 A first PCI configuration response can be sent after tpgres from PE_RST_N de-
assertion

13 Writing a 1b to the Memory Access Enable bit in the PCI Command register
transitions the device from DOu to DO state.
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4.4

4.4.1

Figure 17.

intel.

Global Reset (PE_RST_N, PCIe In-Band Reset)

Reset Sequence

Figure 17 and Figure 18 show the 82574's sequence following global reset (PE_RST_N
de-assertion or PCle in-band reset) and until the device is ready to accept host

commands.
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4.4.2
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82574L Global Reset - PHY and PCle

The following timing diagram shows the 82574's behavior through a PE_RST_N reset.
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Figure 19. Global Reset Timing Diagram

PCIe Link up L0

Table 31. Notes to Global Reset Timing Diagram

Note

The system must assert PE_RST_N before stopping the PCle reference clock. It

1 must also wait tl2clk after link transition to L2/L3 before stopping the reference
clock.
On assertion of PE_RST_N, the 82574 transitions to Dr state and the PCle link

2 transition to electrical idle. The PHY state is defined by the wake and
manageability configuration.

3 The system starts the PCIe reference clock tPWRGD-CLK before de-assertion
PE_RST_N.

4 De-assertion of PE_RST_N causes the NVM to be re-read, asserts PHY power-
down, and disables wake up.

5 After reading the NVM base area, PHY reset is de-asserted. APM wake might be
enabled.

6 Link training starts after the NVM was fully read (including extended
configuration if needed).

7 Link training starts after tpgtrn from PE_RST_N de-assertion.

8 A first PCle configuration access might arrive after tpgcfg from PE_RST_N de-
assertion.

9 A first PCI configuration response can be sent after tpgres from PE_RST_N de-
assertion.

10 Writing a 1b to the Memory Access Enable bit in the PCI Command register
transitions the device from DOu to DO state.
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4.5

4.5.1

Table 32.

4.5.2
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Timing Parameters

Timing Requirements
The 82574L requires the following start-up and power state transitions.

Timing Requirements

Parameter Description Min Max Notes
txog Xosc stable from power stable 10 ms
E:PLVIzRGD' PCIe clock valid to PCIe power good 100 pus | - According to PCIe specification.
tPVPGL _Powe_r rails stable to PCle PE_RST_N 100 ms | - According to PCIe specification.
inactive
External PE_RST_N signal to first . e L.
Tpgcfg configuration cycle. 100 ms According to PCIe specification.
Device programmed from D3h to DO According to PCI power
tdomem state to next device access 10 ms management specification.
L2 link transition to PE_RST_N . e
tl2pg assertion 0ns According to PCIe specification.
L2 link transition to removal of PCle . -
tl2clk reference clock 100 ns According to PCle specification.
PE_RST_N assertion to removal of PCle . e
Tclkpg reference clock 0ns According to PCIe specification.
Tpgadl PE_RST_N assertion time 100 ps According to PCle specification.

MDIO and NVM Semaphore

The MDIO and NVM semaphore mechanism resolved possible conflicts between
software and hardware access to the MDIO and NVM (the latter applies only to software
accesses through the EERD register). The mechanism does not block software accesses
to MDIO or the NVM, therefore programmers can enable software to use or ignore this
process at will. For example, software might track the hardware state through other
means (such as, a software state machine) and avoid any MDIO and NVM accesses
when hardware is in configuration states. However, hardware must comply with the
protocol.

The EXTCNF_CTRL.MDIO/NVM SW Ownership bit, EXTCNF_CTRL.MDIO MNG Ownership
bit and the EXTCNF_CTRL.MDIO/NVM HW Ownership bit provide a mechanism for
software, manageability and hardware entities to arbitrate for accesses to MDIO and
NVM. Software arbitration for NVM accesses is only required when done through the
EERD register. A request for ownership is registered by writing a 1b into the respective
bit (software writes to the MDIO/NVM SW Ownership bit, manageability writes to the
MDIO MNG Ownership bit and hardware writes to the MDIO/NVM HW Ownership). The
requesting agent is granted access when the same bit is read as 1b (access is not
granted as long as the bit is Ob). The MDIO/NVM SW Ownership and the MDIO/NVM HW
Ownership bits are cleared on reset, while the MDIO MNG Ownership bit is reset only by
LAN_PWR_GOOD (or if the firmware clears it). The 82574 guarantees that at any given
time at most only one bit is 1b. Access is granted when a bit is actually written with 1b
and the other bits are Ob. Once the access completes, the controlling agent must write
a Ob to its ownership bit to enable accesses by the other agents.

The 82574L’'s hardware sets the bit while loading the extended configuration area.
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4.6

Software Initialization Sequence

The following sequence of commands is typically issued to the device by the software
device driver in order to initialize the 82574 to normal operation. The major
initialization steps are:

1.
2.

N o wu oA

Disable Interrupts - see Interrupts during initialization.

Issue Global Reset and perform General Configuration - see Global Reset and
General Configuration.

Setup the PHY and the link - see Link Setup Mechanisms and Control/Status Bit
Summary.

Initialize all statistical counters - see Initialization of Statistics.
Initialize Receive - see Receive Initialization.

Initialize Transmit - see Transmit Initialization.

Enable Interrupts - see Interrupts during initialization.
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4.6.1

4.6.2

4.6.3

4.6.3.1

4.6.3.2
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Interrupts During Initialization

Most drivers disable interrupts during initialization to prevent re-entrancy. Interrupts
are disabled by writing to the IMC register. Note that the interrupts need to be disabled
also after issuing a global reset, so a typical driver initialization flow is:

1. Disable interrupts

2. Issue a global reset

3. Disable interrupts (again)
4. ..

After the initialization completes, a typical driver enables the desired interrupts by
writing to the IMS register.

Global Reset and General Configuration

Device initialization typically starts with a global reset that puts the device into a known
state and enables the software device driver to continue the initialization sequence.

Several values in the Device Control (CTRL) register need to be set at power up or after
a device reset for normal operation.

e Full duplex should be set per interface negotiation (if done in software), or is set by
the hardware if the interface is auto-negotiating. This is reflected in the Device
Status register in the auto-negotiating case. A default value is loaded from the
NVM.

e Speed is determined via auto-negotiation by the PHY, or forced by software if the
link is forced. Status information for speed is also readable in STATUS.

e ILOS should normally be set to Ob.

If using XOFF flow control, program the FCAH, FCAL, and FCT registers. If not, they
should be written with 0x0.

GCR bit 22 should be set to 1b by software during initialization.
Link Setup Mechanisms and Control/Status Bit Summary

PHY Initialization

Refer to the PHY documentation for the initialization and link setup steps. The device
driver uses the MDIC register to initialize the PHY and setup the link.

MAC/PHY Link Setup

This section summarizes the various means of establishing proper MAC/PHY link
setups, differences in MAC CTRL register settings for each mechanism, and the relevant
MAC status bits. The methods are ordered in terms of preference (the first mechanism
being the most preferred).

e MAC settings automatically based on duplex and speed resolved by PHY.
(CTRL.FRCDPLX = 0Ob, CTRL.FRCSPD = 0Ob, CTRL.ASDE = 0b)

— CTRL.FD - Don't care; duplex setting is established from PHY's internal
indication to the MAC (FDX) after PHY has auto-negotiated a successful link-up.

— CTRL.SLU - Must be set to 1b by software to enable communications between
MAC and PHY.

— CTRL.RFCE - Must be set by software after reading flow control resolution from
PHY registers.
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CTRL.TFCE - Must be set by software after reading flow control resolution from
PHY registers.

CTRL.SPEED - Don't care; speed setting is established from PHY's internal
indication to the MAC (SPD_IND) after PHY has auto-negotiated a successful
link-up.

STATUS.FD - Reflects the actual duplex setting (FDX) negotiated by the PHY
and indicated to the MAC.

STATUS.LU - Reflects link indication (LINK) from the PHY qualified with
CTRL.SLU (set to 1b).

STATUS.SPEED - Reflects actual speed setting negotiated by the PHY and
indicated to the MAC (SPD_IND).

e MAC duplex setting automatically based on resolution of PHY, software-
forced MAC/PHY speed. (CTRL.FRCDPLX = Ob, CTRL.FRCSPD = 1b,
CTRL.ASDE = don't care)

CTRL.FD - Don't care; duplex setting is established from PHY's internal
indication to the MAC (FDX) after PHY has auto-negotiated a successful link-up.

CTRL.SLU - Must be set to 1b by software to enable communications between
the MAC and PHY.

CTRL.RFCE - Must be set by software after reading flow control resolution from
PHY registers.

CTRL.TFCE - Must be set by software after reading flow control resolution from
the PHY registers.

CTRL.SPEED - Set by software to desired link speed (must match speed setting
of PHY).

STATUS.FD - Reflects the actual duplex setting (FDX) negotiated by the PHY
and indicated to MAC.

STATUS.LU - Reflects link indication (LINK) from the PHY qualified with
CTRL.SLU (set to 1b).

STATUS.SPEED - Reflects MAC forced speed setting written in CTRL.SPEED.

e MAC duplex and speed settings forced by software based on resolution of
PHY. (CTRL.FRCDPLX = 1b, CTRL.FRCSPD = 1b, CTRL.ASDE = don't care)

CTRL.FD. - Set by software based on reading PHY status register after the PHY
has auto-negotiated a successful link-up.

CTRL.SLU. - Must be set to 1b by software to enable communications between
the MAC and PHY.

CTRL.RFCE - Must be set by software after reading flow control resolution from
the PHY registers.

CTRL.TFCE - Must be set by software after reading flow control resolution from
the PHY registers.

CTRL.SPEED - Set by software based on reading PHY status register after the
PHY has auto-negotiated a successful link-up.

STATUS.FD - Reflects the MAC forced duplex setting written to CTRL.FD.

STATUS.LU - Reflects link indication (LINK) from the PHY qualified with
CTRL.SLU (set to 1b).

STATUS.SPEED - Reflects MAC forced speed setting written in CTRL.SPEED.
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Note:

4.6.4

4.6.5
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e MAC/PHY duplex and speed settings both forced by software (fully-forced
link setup). (CTRL.FRCDPLX = 1b, CTRL.FRCSPD = 1b, CTRL.SLU = 1b)

— CTRL.FD - Set by software to desired full-/half- duplex operation (must match
duplex setting of the PHY).

— CTRL.SLU - Must be set to 1b by software to enable communications between
the MAC and PHY. The PHY must also be forced/configured to indicate positive
link indication (LINK) to the MAC.

— CTRL.RFCE - Must be set by software to the desired flow-control operation
(must match flow-control settings of the PHY).

— CTRL.TFCE - Must be set by software to the desired flow-control operation
(must match flow-control settings of the PHY).

— CTRL.SPEED - Set by software to desired link speed (must match speed setting
of the PHY).

— STATUS.FD - Reflects the MAC duplex setting written by software to CTRL.FD.

— STATUS.LU - Reflects 1b (positive link indication LINK from PHY qualified with
CTRL.SLU).

Since both CTRL.SLU and the PHY link indication LINK are forced, this bit set does not
guarantee that operation of the link has been truly established.

— STATUS.SPEED - Reflects MAC forced speed setting written in CTRL.SPEED.

Initialization of Statistics

Statistics registers are hardware-initialized to values as detailed in each particular
register's description. The initialization of these registers begins at transition to DO
active power state (when internal registers become accessible, as enabled by setting
the Memory Access Enable field of the PCle Command register), and is guaranteed to
complete within 1 ms of this transition. Access to statistics registers prior to this
interval might return indeterminate values.

All of the statistical counters are cleared on read and a typical software device driver
reads them (thus making them zero) as a part of the initialization sequence.

Receive Initialization

Program the receive address register(s) per the station address. This can come from
the NVM or from any other means, for example, on some systems, this comes from the
system EEPROM not the NVM on a Network Interface Card (NIC).

Set up the Multicast Table Array (MTA) per software. This generally means zeroing all
entries initially and adding in entries as requested.

Program the interrupt mask register to pass any interrupt that the software device
driver cares about. Suggested bits include RXT, RXO, RXDMT and LSC. There is no
reason to enable the transmit interrupts.

Program RCTL with appropriate values. If initializing it at this stage, it is best to leave
the receive logic disabled (EN = 0Ob) until the receive descriptor ring has been
initialized. If VLANs are not used, software should clear the VFE bit. Then there is no
need to initialize the VFTA array. Select the receive descriptor type. Note that if using
the header split RX descriptors, tail and head registers should be incremented by two
per descriptor.



] ®
Initialization—82574 GbE Controller ( l n t el ,

4.6.5.1 Initialize the Receive Control Register

To properly receive packets requires simply that the receiver is enabled. This should be
done only after all other setup is accomplished. If software uses the Receive Descriptor
Minimum Threshold Interrupt, that value should be set.
The following should be done once per receive queue:

¢ Allocate a region of memory for the receive descriptor list.

¢ Receive buffers of appropriate size should be allocated and pointers to these
buffers should be stored in the descriptor ring.

e Program the descriptor base address with the address of the region.
e Set the length register to the size of the descriptor ring.

e If needed, program the head and tail registers. Note: the head and tail pointers are
initialized (by hardware) to zero after a power-on or a software-initiated device
reset.

e The tail pointer should be set to point one descriptor beyond the end.

4.6.6 Transmit Initialization
Program the TXDCTL register with the desired TX descriptor write-back policy.
Suggested values are:
e GRAN = 1b (descriptors)
e WTHRESH = 1b
e All other fields Ob.

Program the TCTL register. Suggested configuration:
e CT = OxOF (16d collision)
e COLD: HDX = 511 (0x1FF); FDX = 63 (0x03F)
e PSP =1b
e EN=1b
¢ All other fields Ob

The following should be done once per transmit queue:
¢ Allocate a region of memory for the transmit descriptor list.
e Program the descriptor base address with the address of the region.
e Set the length register to the size of the descriptor ring.
e If needed, program the head and tail registers.

Note: Note: the head and tail pointers are initialized (by hardware) to zero after a power-on
or a software-initiated device reset.
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Program the TIPG register with the following (decimal) values to get the minimum legal
IPG:

e IPGT =38
e IPGR1
e IPGR2

2
10

Note: IPGR1 and IPGR2 are not needed in full-duplex, but it is easier to always program them
to the values listed.

Initialize the transmit descriptor registers (TDBAL, TDBAH, TDL, TDH, and TDT).
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5.0 Power Management and Delivery
The 82574L supports the Advanced Configuration and Power Interface (ACPI 2.0)
specification as well as Advanced Power Management (APM). This section describes
how power management is implemented in the 82574.
Implementation requirements were obtained from the following documents:
e PCI Bus Power Management Interface Specification .........ccoveviiviiiinnnnnn. Rev 1.1
e PCI Express Base Specification .......ccooviiiiiiiiiiiii e Rev.1.1
o ACPI Specification ...oiiiiiii i e Rev 2.0
e PCI Express Card Electromechanical Specification ..........c.covoviiiiininnnnens Rev 1.1
5.1 Assumptions
The following assumptions apply to the implementation of power management for the
82574.
e The software device driver sets up the filters prior to the system transition of the
82574 to a D3 state.
e Prior to transition from DO to the D3 state, the operating system ensures that the
software device driver has been disabled. See Section 5.4.4.2.3 for the 82574
behavior on D3 entry.
e No wake up capability, except APM wake up if enabled in the NVM, is required after
the system puts the 82574 in D3 state and then returns the 82574 to DO.
o If the APMPME bit in the Wake Up Control (WUC) register is 1b, it is permissible to
assert PE_WAKE_N even when PME_En is Ob.
5.2 Power Consumption
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Table 91 and Table 92 list power consumption in various modes (see Section 12.5). The
following sections describe the requirements in specific power states.



[ ] ®
Power Management and Delivery—82574 GbE Controller ( l n t el ,

5.3

5.3.1

5.3.2

5.4

5.4.1

Power Delivery

82574L operates from the following power rails:

e A 3.3 V dc power rail for internal power regulation and for periphery. The 3.3 V dc
should be supplied by an external power source.

e A 1.9V dc power rail.
e A 1.05V dc power rail.

The 1.9 V dc Rail
The 1.9 V dc rail is used for core and I/0 functions. It also feeds internal regulators to a
lower 1.05 V dc core voltage. The 1.9 V dc rail can be generated in one of two ways:

e An external power supply not dependent on support from the 82574. For example,
the platform designer might choose to route a platform-available 1.9 V dc supply to
the 82574.

e Internal voltage regulator solution, where the control logic for the power transistor
is embedded in the 82574, while the power transistor is placed externally. Control
is done using the CTRL18 pin.

The 1.05 V dc Rail
The 1.05 V dc rail is used for core functions and can be generated in one of the
following ways:

e An external power supply not dependent on support from the 82574.

¢ Internal voltage regulator solution, where the control logic for the power transistor
is embedded in the 82574, while the power transistor is placed externally. Control
is done using the CTRL10 pin.

e A complete internal voltage regulator solution. The internal voltage regulator can
be disabled by the DIS_REG10 pin.

Power Management

82574L Power States

The 82574L supports DO and D3 power states defined in the PCI Power Management
and PCle specifications. DO is divided into two sub-states: DOu (DO Un-initialized), and
D0a (DO active). In addition, the 82574 supports a Dr state that is entered when
PE_RST_N is asserted (including the D3cold state).

Figure 20 shows the power states and transitions between them.
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Figure 20. Power Management State Diagram

5.4.2 Auxiliary Power Usage

If ADVD3WUC=1b, the 82574 uses the AUX_PWR indication that auxiliary power is
available to the controller, and therefore advertises D3cold wake up support. The
amount of power required for the function (which includes the entire NIC) is advertised
in the Power Management Data register, which is loaded from the NVM.

If D3cold is supported, the PME_En and PME_Status bits of the Power Management
Control/Status Register (PMCSR), as well as their shadow bits in the Wake Up Control
(WUC) register is reset only by the power up reset (detection of power rising).

The only effect of setting AUX_PWR to 1b is advertising D3cold wake up support and
changing the reset function of PME_En and PME_Status. AUX_PWR is a strapping option
in the 82574.

The 82574L tracks the PME_En bit of the Power Management Control / Status Register
(PMCSR) and the Auxiliary (AUX) Power PM Enable bit of the PCle Device Control
register to determine the power it might consume (and therefore its power state) in the
D3cold state (internal Dr state).

86



[ ] ®
Power Management and Delivery—82574 GbE Controller l n t el ,

Note:

5.4.3

Table 33.

Note:

5.4.4

5.4.4.1

The AUX Power PM Enable bit in the PCle Device Control register determines if the
82574 complies with the auxiliary power regime defined in the PCle specification. If
set, the 82574 might consume higher power for any purpose (such as, even if PME_En
is not set).

If the AUX Power PM Enable bit of the PCIe Device Control register is cleared, higher

power consumption is determined by the PCI-PM legacy PME_En bit in the Power
Management Control / Status Register (PMCSR).

In the current implementation, the AUX Power PM Enable bit is hardwired to 0b.

Power Limits by Certain Form Factors
Table 33 lists the power limitations introduced by different form factors.

Power Limits by Form Factor

Form Factor
LOM PCIe NIC (x1 connector)
Main 3A@3.3Vdc 3A@3.3Vdc
Auxiliary (aux enabled) 375 mA @ 3.3V dc 375 mA @ 3.3V dc
Auxiliary (aux disabled) 20 mA @ 3.3V dc

1. This auxiliary current limit only applies when the primary 3.3 V dc voltage source is
not available (such as, the NIC is in a low power D3 state.

2. The 82574L exceeds the allowed power consumption in GbE speed. It therefore
cannot run from aux power, restricting the 82574 speed in Dr state.

The 82574L therefore implements two NVM bits to disable GbE operation in certain
cases:

1. The Disable 1000 NVM bit disables 1000 Mb/s operation under all conditions.

2. The Disable 1000 in non-D0a CSR bit disables 1000 Mb/s operation in non-D0a
states. If Disable 1000 in non-DO0a is set, and the 82574 is at GbE speed on entry
to a non-DO0a state, then the device removes advertisement for 1000 Mb/s and
auto-negotiates. The Disable 1000 in non-DO0a bit is loaded from the NVM.

The 82574L restarts link auto-negotiation each time it transitions from a state where
GbE speed is enabled to a state where GbE speed is disabled, or vice versa. For

example, if Disable 1000 in non-DO0a is set but Disable 1000 is clear, the 82574 restarts
link auto-negotiation on transition from DO state to D3 or Dr states.

Power States

DO Uninitialized State
The DOu state is a low-power state used after PE_RST_N is de-asserted following a

power up (cold or warm), on hot reset (in-band reset through a PCle physical layer
message), or on D3 exit.
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Note:

5.4.4.2.1

5.4.4.2.2
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When entering the DOu state, the 82574 disables all wake ups and asserts a reset to
the PHY while the NVM is being read. If the APM Mode bit in the NVM's Initialization
Control Word 2 is set, then APM wake up is enabled.

Entry into DOu state

DOu is reached from either the Dr state (on assertion of Internal PwrGd) or the D3hot
state (by configuration software writing a value of 00b to the Power State field of the
PCI-PM registers).

Asserting Internal PwrGd means that the entire state of the device is cleared, other
than sticky bits. The state is loaded from the NVM, followed by establishment of the
PClIe link. Once this is done, configuration software can access the device.

On a transition from the D3 to DOu state, the 82574's PCI configuration space is not
reset. Per the PCI Power Management Specification (revision 1.1, Section 5.4),
software “will need to perform a full re-initialization of the function including its PCI
Configuration Space.”

DOactive State

Once memory space is enabled, all internal clocks are activated and the 82574 enters
an active state. It can transmit and receive packets if properly configured by the
software device driver. The PHY is enabled or re-enabled by the software device driver
to operate / auto-negotiate to full-line speed/power if not already operating at full
capability. Any APM Wakeup previously active remains active. The software device
driver can deactivate APM Wakeup by writing to the WUC register, or activate other
wake-up filters by writing to the Wake Up Filter Control (WUFC) register.

Fields that are auto-loaded from the NVM, like WUC.APME, should be configured
through an NVM setting, because D3 to DO power state transition causes NVM auto-
read to reload those bits from the NVM.

Entry to DOa State

DO0a is entered from the DOu state by writing a 1b to the Memory Access Enable or the
I/0 Access Enable bit in the PCI Command register. The DMA, MAC, and PHY are
enabled. Manageability is also enabled if configured from the NVM.

D3 State (=PCI-PM D3hot)

When the system writes a 11b to the Power State field in the PMCSR, the 82574
transitions to D3. Any wake-up filter settings that were enabled before entering this
reset state are maintained. Upon transition to D3 state, the 82574 clears the Memory
Access Enable and I/0O Access Enable bits of the PCI Command register, which disables
memory access decode. In D3, the 82574 only responds to PCI configuration accesses
and does not generate master cycles.

A D3 state is followed by either a DOu state (in preparation for a DOa state) or by a
transition to Dr state (PCI-PM D3cold state). To transition back to DOu, the system
writes a 00b to the Power State field of the PMCSR. Transition to Dr state is through
PE_RST_N assertion.
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5.4.4.2.3

Entry to D3 State

Transition to the D3 state is through a configuration write to the Power State field of the
PCI-PM registers.

Prior to transition from DO to the D3 state, the software device driver disables
scheduling of further tasks to the 82574, as follows:

e It masks all interrupts

¢ It does not write to the Transmit Descriptor Tail (TDT) register

e [t does not write to the Receive Descriptor Tail (RDT) register

e Operates the master disable algorithm as defined in Section 3.1.3.10.

If wake-up capability is needed, the software device driver should set up the
appropriate wake-up registers and the system should write a 1b to the PME_En bit in
the PMCSR or to the AUX Power PM Enable bit of the PCle Device Control register prior
to the transition to D3.

As a response to being programmed into the D3 state, the 82574 brings its PCle link
into the L1 link state. As part of the transition into L1 state, the 82574 suspends
scheduling of new Transaction Layer Protocols (TLPs) and waits for the completion of all
previous TLPs it has sent. The 82574L clears the Memory Access Enable and I/O Access
Enable bits of the PCI Command register, which disables memory access decode. Any
receive packets that have not been transferred into system memory are kept in the
device (and discarded later on D3 exit). Any transmit packets that were not sent, can
still be transmitted (assuming the Ethernet link is up).

To reduce power consumption, if any of ASF manageability, APM wake, and PCI-PM PME
is enabled, the PHY auto-negotiates to a lower link speed on D3 entry (see
Section 5.4.4.2.3).
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5.4.4.3

Note:

5.4.4.3.1

90

Dr State

Transition to Dr state is initiated on three occasions:

e At system power up - Dr state begins with the assertion of the internal power
detection circuit (Internal Power On Reset) and ends with the assertion of the
Internal Pwrgd signal (indicating that the system de-asserted its PCle PE_RST_N
signal).

e At transition from a DOa state - During operation, the system might assert PCle
PE_RST_N at any time. In an ACPI system, a system transition to the G2/S5 state
causes a transition from DOa to Dr state.

e At transition from a D3 state - The system transitions the device into the Dr state
by asserting PCle PE_RST_N.

The 82574L meets the restrictions on using auxiliary power, defined in the PCI-PM
specification:

1. If wake is enabled (either APM wake, ACPI wake, or manageability), then the
82574 might consume up to 375 mA @ 3.3 V dc.

2. If wake is disabled, then the 82574 might consume up to 20 mA @ 3.3 V dc.

The restrictions apply to all cases of Dr state (power up, D3 entry, Dr entry from DO).

When the wake configuration is unknown (for example, during power up before an NVM
read), the 82574 must meet the 20 mA limit.

The system might maintain PE_RST_N asserted for an arbitrary time. The de-assertion
(rising edge) of PE_RST_N causes a transition to DOu state.

Any Wake-up filter settings that were enabled before entering this reset state are
maintained.

Entry to Dr State

Dr entry on platform power up begins by asserting the internal power detection circuit
(Internal Power On Reset). The NVM is read and determines device configuration. If the
APM Enable bit in the NVM's Initialization Control Word 2 is set, then APM wake up is
enabled. The PHY and MAC states are determined by the state of manageability and
APM wake. To reduce power consumption, if manageability or APM wake is enabled, the
PHY auto-negotiates to a lower link speed on Dr entry (see Section 5.4.4.3.1). The
PClIe link is not enabled in Dr state following system power up (since PERS# is
asserted).

Entry to Dr state from DOa state is by asserting the PE_RST_N signal. An ACPI
transition to the G2/S5 state is reflected in a device transition from DOa to Dr state.
The transition might be orderly (for example, the designer selected the shut down
option), in which case the software device driver might have a chance to intervene. Or,
it might be an emergency transition (such as, power button override), in which case,
the software device driver is not notified.

To reduce power consumption, if any of manageability, APM wake or PCI-PM PME is
enabled, the PHY auto-negotiates to a lower link speed on DOa to Dr transition (see
Section 5.4.4.3.1).

Transition from D3 state to Dr state is done by asserting the PE_RST_N signal. Prior to
that, the system initiates a transition of the PCIe link from the L1 state to either the L2
or L3 state. The link enters L2 state if PCI-PM PME is enabled.
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5.4.4.4

Note:

5.4.4.5

5.4.5

5.4.5.1

Device Disable

For a LOM design, it might be desirable for the system to provide BIOS-setup capability
for selectively enabling or disabling LOM devices. This might allow the designers more
control over system resource-management, avoid conflicts with add-in NIC solutions,
etc. The 82574L provides support for selectively enabling or disabling it.

¢ Device Disable - the device is in a global power down state.

Device disable is initiated by asserting the asynchronous DEV_OFF_N pin. The
DEV_OFF_N pin has an internal pull-up resistor, so that it can be left not connected to
enable device operation.

While in device disable mode, the PCle link is in L3 state. The PHY is in power-down
mode. All internal clocks are gated. Output buffers are tri-stated.

Asserting or de-asserting PCIe PE_RST_N does not have any effect while the device is
in device disable mode (for example, the device stays in the respective mode as long as
DEV_OFF_N is asserted). However, the device might momentarily exit the device
disable mode from the time PCIe PE_RST_N is de-asserted again and until the NVM is
read.

Note to system designers: The DEV_OFF_N pin should maintain its state during system
reset and system sleep states. It should also insure the proper default value on system
power up. For example, a system designer could use a GPIO pin that defaults to 1b
(enable) and is on system suspend power (for example, it maintains state in S0-S5
ACPI states).

Link-Disconnect

In any of DOu, DOa, D3, or Dr states, the 82574 enters a link-disconnect state if it
detects a link-disconnect condition on the Ethernet link. Note that the link-disconnect
state is invisible to software (other than the Link Energy Detect bit state). In particular,
while in DO state, software might be able to access any of the device registers as in a
link-connect state.

During link disconnect mode, the CCM PLL might be shut down. See Section 5.4.4.5.

Timing of Power-State Transitions

The following sections give detailed timing for the state transitions. In the diagrams the
dotted connecting lines represent the 82574 requirements, while the solid connecting
lines represent the 82574 guarantees.

The timing diagrams are not to scale. The clocks edges are shown to indicate running
clocks only, they are not used to indicate the actual number of cycles for any operation.

Transition From DOa to D3 and Back Without PE_RST_N

Figure 21 shows the 82574's reaction to a D3 transition.

91



intel.

PCIe Reference

PCle PwrGd

Reading EEPROM | e T Auto Ext.

82574 GbE Controller—Power Management and Delivery

Clock

Read Conf,

D3 rit'é‘/ @
PHY Reset 1
i\. |

N
pCle Link | Lo \ L1 j/ LO [
L 3 /
Wake Up Enabled \\ Any mode \ _Q APM / SMBus / \
5 L 1
PHY Power State full \if power-managed \i<<<<<< mpanagad \‘ full
DState DOa D3 DOu Do

Figure 21. D3hot Transition Timing Diagram

Table 34. Notes to D3hot Timing Diagram

Note

Description

Writing 11b to the Power State field of the PMCSR transitions the 82574 to D3.

The system keeps the 82574 in D3 state for an arbitrary amount of time.

To exit D3 state the system writes 00b to the Power State field of the PMCSR.

1
2
3
4

APM wake up or SMBus mode can be enabled based on what is read in the NVM.

After reading the NVM, reset to the PHY is de-asserted. The PHY operates at reduced-speed if APM
wake up or SMBus is enabled, else powered-down.

The system can delay an arbitrary time before enabling memory access.

Writing a 1b to the Memory Access Enable bit or to the I/O Access Enable bit in the PCI Command
register transitions the 82574 from DOu to DO state and returns the PHY to full-power/speed
operation.

5.4.5.2 Transition From DOa to D3 and Back with PE_RST_N

Figure 22 shows the 82574's reaction to a D3 transition.
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D3cold Transition Timing Diagram

Notes to D3cold Timing Diagram

Note

Description

Writing 11b to the Power State field of the PMCSR transitions the 82574 to D3. PCle link transitions
to L1 state.

The system can delay an arbitrary amount of time between setting D3 mode and transition the link to
an L2 or L3 state.

Following link transition, PE_RST_N is asserted.

The system must assert PE_RST_N before stopping the PCle reference clock. It must also wait tl2clk
after link transition to L2/L3 before stopping the reference clock.

On assertion of PE_RST_N, the 82574 transitions to Dr state.

The system starts the PCle reference clock tpywrgp-cLk before de-asserting PE_RST_N.

The Internal PCIe clock is valid and stable t,,q-cikint from PE_RST_N de-assertion.

(N[ U»

The PCle Internal PWRGD signal is asserted tclkpr after the external PE_RST_N signal.

Asserting Internal PCIle PWRGD causes the NVM to be re-read, asserts PHY reset, and disables wake
up.

10

APM wake-up mode can be enabled based on what is read from the NVM.

11

After reading the NVM, PHY reset is de-asserted.

12

Link training starts after tpgtrn from PE_RST_N de-assertion.

13

A first PCle configuration access might arrive after tpgcfg from PE_RST_N de-assertion.

14

A first PCI configuration response can be sent after tpgres from PE_RST_N de-assertion

15

Writing a 1b to the Memory Access Enable bit in the PCI Command register transitions the device
from the DOu to DO state.
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5.5

5.5.1

Note:

Note:

94

Wake Up

The 82574L supports two types of wake-up mechanisms:
e Advanced Power Management (APM) wake up
e PCIe power management wake up

The PCIle power management wake up uses the PE_WAKE_N pin to wake the system
up. The advanced power management wake up can be configured to use the
PE_WAKE_N pin as well.

Advanced Power Management Wake Up

Advanced power management wake up, or APM wake up, was previously known as
wake on LAN. It is a feature that has existed in the 10/100 Mb/s NICs for several
generations. The basic premise is to receive a broadcast or unicast packet with an
explicit data pattern, and then to assert a signal to wake up the system. In the earlier
generations, this was accomplished by using special signal that ran across a cable to a
defined connector on the motherboard. The NIC would assert the signal for
approximately 50 ms to signal a wake up. The 82574L uses (if configured to) an in-
band PM_PME message for this.

At power up, the 82574 reads the APM Enable bits from the NVM Initialization Control
Word 2 into the APM Enable (APME) bits of the WUC. These bits control enabling of APM
wake up.

When APM wake up is enabled, the 82574 checks all incoming packets for Magic
Packets. See Section 5.5.3.1.4 for a definition of Magic Packets.
Once the 82574 receives a matching wake-up packet, it:

e If the Assert PME On APM Wakeup (APMPME) bit is set in the WUC:

— Sets the PME_Status bit in the PMCSR and issues a PM_PME message (in some
cases, this might require asserting the PE_WAKE_N signal first to resume
power and clock to the PClIe interface).

e Stores the first 128 bytes of the packet in the WUPM.
e Sets the relevant <wake up packet type> received bit in the WUS.

The 82574L maintains the first wake-up packet received in the WUPM until the software
device driver writes a 1b to the Magic Packet Received MAG bit in the WUS.

The WUPM latches on the first wake-up packet. Subsequent wake-up packets are not
saved until the programmer writes 1b to the relevant bit in the WUS. The best course of
action is to write a 1b to ALL of the WUC's bits, for example, set WUC = OxFFFFFFFF.

Full power-on reset also clears the WUC.

APM wake up is supported in all power states and only disabled if a subsequent NVM
read results in the APM Wake Up bit being cleared or software explicitly writes a 0b to
the APM Wake Up (APM) bit of the WUC register.
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5.5.2

5.5.3

PCIe Power Management Wake Up
The 82574L supports PCle power management based wake ups. It can generate
system wake-up events from three sources:

e Reception of a Magic Packet*.

e Reception of a network wake-up packet.

e Detection of a link change of state.

Activating PCIe power management wake up requires the following steps:

¢ The software device driver programs the WUFC to indicate the packets it needs to
use to indicate wake up and supplies the necessary data to the Ipv4/v6 Address
Table (IP4AT, IP6AT) and the Flexible Filter Mask Table (FFMT), Flexible Filter Length
Table (FFLT), and the Flexible Filter Value Table (FFVT). It can also set the Link
Status Change Wake Up Enable (LNKC) bit in the WUFC to cause a wake up when
the link changes state.

e The operating system (at configuration time) writes a 1b to the PME_EN bit of the
PMCSR (bit 8).

Normally, after enabling wake up, the operating system writes a 11b to the lower two
bits of the PMCSR to put the 82574 into a low-power mode.

Once wake up is enabled, the 82574 monitors incoming packets, first filtering them
according to its standard address filtering method, then filtering them with all of the
enabled wake-up filters. If a packet passes both the standard address filtering and at
least one of the enabled wake-up filters, the 82574

e Sets the PME_Status bit in the PMCSR.
e If the PME_En bit in the PMCSR is set, asserts PE_WAKE_N.
e Stores the first 128 bytes of the packet in the WPM.

e Sets one or more of the Received bits in the WUS. (the 82574 set more than one
bit if a packet matches more than one filter.)

If enabled, a link state change wake up causes similar results, setting PME_Status,
asserting PE_WAKE_N and setting the Link Status Changed (LNKC) bit in the WUS
when the link goes up or down.

PE_WAKE_N remains asserted until the operating system either writes a b1 to the
PME_Status bit of the PMCSR or writes a Ob to the PME_EN bit.

After receiving a wake-up packet, the 82574 ignores any subsequent wake-up packets
until the software device driver clears all of the Received bits in the WUS. It also
ignores link change events until the software device driver clears the Link Status
Changed (LNKC) bit in the WUS.

Wake-Up Packets

The 82574L supports various wake-up packets using two types of filters:
¢ Pre-defined filters
¢ Flexible filters

Each of these filters are enabled if the corresponding bit in the WUFC is set to 1b.
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5.5.3.1

5.5.3.1.1

5.5.3.1.2

5.5.3.1.3

Pre-Defined Filters

The following packets are supported by the 82574's pre-defined filters:
e Directed packet (including exact, multicast indexed, and broadcast)
e Magic Packet*

e ARP/IPv4 request packet
e Directed IPv4 packet
e Directed IPv6 packet

Each of these filters are enabled if the corresponding bit in the WUFC is set to 1b.

The explanation of each filter includes a table showing which bytes at which offsets are
compared to determine if the packet passes the filter. Both VLAN frames and LLC/SNAP
can increase the given offsets if they are present.

Directed Exact Packet

The 82574L generates a wake-up event upon receipt of any packet whose destination
address matches one of the 16 valid programmed receive addresses if the Directed
Exact Wake Up Enable bit is set in the Wake Up Filter Control Register (WUFC.EX).

Offset b# of Field Value Action Comment
ytes
. Match any pre-
0 6 Destination Address Compare programmed address

Directed Multicast Packet

For multicast packets, the upper bits of the incoming packet's destination address index
a bit vector, the Multicast Table Array that indicates whether to accept the packet. If the
Directed Multicast Wake Up Enable bit set in the Wake Up Filter Control Register
(WUFC.MC) and the indexed bit in the vector is one then the 82574 generates a wake-
up event. The exact bits used in the comparison are programmed by software in the
Multicast Offset field of the Receive Control Register (RCTL.MO).

# of

Offset bytes

Field Value Action Comment

0 6 Destination Address Compare See above paragraph.

Broadcast

If the Broadcast Wake Up Enable bit in the Wake Up Filter Control Register (WUFC.BC)
is set, the 82574 generates a wake-up event when it receives a broadcast packet.

# of

Offset bytes

Field Value Action Comment

0 6 Destination Address OxFF*6 Compare

1. The 82574L does not support SMBus ARP.
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5.5.3.1.4

Note:

Magic Packet*

Once the 82574 has been put into the Magic Packet* mode, it scans all incoming
frames addressed to the node for a specific data sequence, which indicates to the
controller that this is a Magic Packet* frame. A Magic Packet* frame must also meet the
basic requirements for the LAN technology chosen, such as SOURCE ADDRESS,
DESTINATION ADDRESS (which may be the receiving station's IEEE address or a
MULTICAST address which includes the BROADCAST address), and CRC. The specific
data sequence consists of 16 duplications of the IEEE address of this node, with no
breaks or interruptions. This sequence can be located anywhere within the packet, but
must be preceded by a synchronization stream. The synchronization stream enables
the scanning state machine to be much simpler. The synchronization stream is defined
as 6 bytes of OxFF. The 82574L also accepts a broadcast frame, as long as the 16
duplications of the IEEE address match the address of the machine to be awakened.

The 82574L expects the destination address to either:
1. Be the broadcast address (0OxFF.FF.FF.FF.FF.FF)

2. Match the value in Receive Address Register 0 (RAHO, RALO). This is initially loaded
from the NVM but might be changed by the software device driver.

3. Match any other address filtering enabled by the software device driver.

The 82574L searches for the contents of Receive Address Register 0 (RAHO, RALO) as

the embedded IEEE address. It considers any non-0xFF byte after a series of at least 6
OxFFs to be the start of the IEEE address for comparison purposes. (that is it catches

the case of 7 OxFFs followed by the IEEE address). As soon as one of the first 96 bytes
after a string of OxFFs doesn't match, it continues to search for anther set of at least 6
OxFFs followed by the 16 copies of the IEEE address later in the packet.

This definition precludes the first byte of the destination address from being OxFF.

A Magic Packet's* destination address must match the address filtering enabled in the
configuration registers with the exception that broadcast packets are considered to
match even if the Broadcast Accept bit of the Receive Control Register (RCTL.BAM) is
Ob. If APM Wakeup is enabled in the NVM, the 82574 starts up with the Receive
Address Register 0 (RAHO, RALO) loaded from the NVM. This enables the 82574 to
accept packets with the matching IEEE address before the software device driver
comes up.

# of . .
Offset Bytes Field Value Action Comment

MAC Header -

0 6 Destination Address Compare processed by main
address filter

6 6 Source Address Skip

12 8 Possible LLC/SNAP Header Skip

12 4 Possible VLAN Tag Skip

12 4 Type Skip

Any 6 Synchronizing Stream OxFF*6+ Compare
Compared to Receive

any+6 96 16 copies of Node Address A*16 Compare Address Register 0
(RAHO, RALO)
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5.5.3.1.5

5.5.3.1.6

Accepting broadcast Magic Packets* for wake up purposes when the Broadcast Accept
bit of the Receive Control Register (RCTL.BAM) is Ob is a change from previous devices,
which initialized RCTL.BAM to 1b if APM was enabled in the NVM, but then required that
bit to be 1b to accept broadcast Magic Packets*, unless broadcast packets passed
another perfect or multicast filter.

ARP1/IPv4 Request Packet

The 82574L supports receiving ARP request packets for wake up if the ARP bit is set in
the WUFC. Four IPv4 addresses are supported, which are programmed in the IPv4
Address Table (IP4AT). A successfully matched packet must contain a broadcast MAC
address, a protocol type of 0x0806, an ARP opcode of 0x01, and one of the four
programmed IPv4 addresses. The 82574L also handles ARP request packets that have
VLAN tagging on both Ethernet II and Ethernet SNAP types.

Offset Bfltoefs Field Value Action Comment

MAC Header -

V] 6 Destination Address Compare processed by main
address filter

6 6 Source Address Skip

12 8 Possible LLC/SNAP Header Skip

12 4 Possible VLAN Tag Skip

12 2 Type 0x0806 Compare ARP

14 2 Hardware Type 0x0001 Compare

16 2 Protocol Type 0x0800 Compare

18 1 Hardware Size 0x06 Compare

19 1 Protocol Address Length 0x04 Compare

20 2 Operation 0x0001 Compare

22 6 Sender Hardware Address - Ignore

28 4 Sender IP Address - Ignore

32 6 Target Hardware Address - Ignore

38 |4 Target IP Address IP4AT Compare Pay match any of four

Directed IPv4 Packet

The 82574L supports receiving directed IPv4 packets for wake up if the IPV4 bit is set
in the WUFC. Four IPv4 addresses are supported, which are programmed in the IPv4
Address Table (IP4AT). A successfully matched packet must contain the station's MAC
address, a protocol type of 0x0800, and one of the four programmed IPv4 addresses.
The 82574L also handles directed IPv4 packets that have VLAN tagging on both
Ethernet II and Ethernet SNAP types.

1. Hartwell does not support SMBus ARP.
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# of

Offset Bytes Field Value Action Comment

MAC Header -

0 6 Destination Address Compare processed by main
address filter

6 6 Source Address Skip

12 8 Possible LLC/SNAP Header Skip

12 4 Possible VLAN Tag Skip

12 2 Type 0x0800 Compare IP

14 1 Version/ HDR Length 0x4X Compare Check IPv4

15 1 Type of Service - Ignore

16 2 Packet Length - Ignore

18 2 Identification - Ignore

20 2 Fragment Information - Ignore

22 1 Time to Live - Ignore

23 1 Protocol - Ignore

24 2 Header Checksum B Ignore

26 4 Source IP Address - Ignore

30 4 Destination IP Address IP4AT Compare May match any of four

values in IP4AT

Directed IPv6 Packet

The 82574L supports receiving directed IPv6 packets for wake up if the IPV6 bit is set
in the WUFC. One IPv6 address is supported and is programmed in the IPv6 Address
Table (IP6AT). A successfully matched packet must contain the station's MAC address,
a protocol type of 0x0800, and the programmed IPv6 address. The 82574L also
handles directed IPv6 packets that have VLAN tagging on both Ethernet II and Ethernet

SNAP types.
# of . .
Offset Field Value Action Comment
Bytes
MAC Header -
1] 6 Destination Address Compare processed by main
address filter
6 6 Source Address Skip
12 8 Possible LLC/SNAP Header Skip
12 4 Possible VLAN Tag Skip
12 2 Type 0x0800 Compare 1P
14 1 Version/ Priority 0x6X Compare Check IPv6
15 3 Flow Label - Ignore
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Offset Bf/t(:efs Field Value Action Comment
18 2 Payload Length - Ignore
20 1 Next Header N Ignore
21 1 Hop Limit - Ignore
22 16 Source IP Address - Ignore
38 16 Destination IP Address IP6AT Compare Match value in IP6AT

Flexible Filter

The 82574L supports four flexible filters for host wake up and two flexible filters for
TCO wake up. For more details refer to Section 10.2.8.2. Each filter can be configured
to recognize any arbitrary pattern within the first 128 bytes of the packet. To configure
the flexible filter, software programs:

e The mask values into the Flexible Filter Mask Table (FFMT)
e The required values into the Flexible Filter Value Table (FFVT)
e The minimum packet length into the Flexible Filter Length Table (FFLT).

These contain separate values for each filter. Software must also:
e Enable the filter in the WUFC.
e Enable the overall wake-up functionality by setting PME_En in the PMCSR or WUC.

Once enabled, the flexible filters scan incoming packets for a match. If the filter
encounters any byte in the packet where the mask bit is one and the byte doesn't
match the byte programmed in FFVT, then the filter failed that packet. If the filter
reaches the required length without failing the packet, it passes the packet and
generates a wake-up event. It ignores any mask bits set to one beyond the required
length.

The following packets are listed for reference purposes only. The flexible filter could be
used to filter these packets.

IPX Diagnostic Responder Request Packet

An IPX Diagnostic Responder Request Packet must contain a valid MAC address, a
Protocol Type of 0x8137, and an IPX Diagnostic Socket of 0x0456. It may include LLC/
SNAP Headers and VLAN Tags. Since filtering this packet relies on the flexible filters,
which use offsets specified by the operating system directly, the operating system must
account for the extra offset LLC/SNAP Headers and VLAN tags.

Offset bﬁtoefs Field Value Action Comment
(1] 6 Destination Address Compare
6 6 Source Address Skip
12 8 Possible LLC/SNAP Header Skip
12 4 Possible VLAN Tag Skip
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Offset bﬁt?efs Field Value Action Comment
12 2 Type 0x8137 Compare IPX
14 16 Typical IPX Information - Ignore
30 2 IPX Diagnostic Socket 0x0456 Compare

Directed IPX Packet

A valid directed IPX packet contains:
e The station's MAC address.
e A protocol type of 0x8137.
e an IPX node address that equals the station's MAC address.

It might also include LLC/SNAP Headers and VLAN Tags. Since filtering this packet
relies on the flexible filters, which use offsets specified by the operating system
directly, the operating system must account for the extra offset LLC/SNAP headers and

VLAN tags.
Offset # of Field Value Action Comment
bytes
MAC Header -
(1] 6 Destination Address Compare processed by main
address filter
6 6 Source Address Skip
12 8 Possible LLC/SNAP Header Skip
12 4 Possible VLAN Tag Skip
12 2 Type 0x8137 Compare IPX
14 10 Typical IPX Information - Ignore
Receive Must match Receive
24 6 IPX Node Address Address 0 Compare Address 0

IPv6 Neighbor Discovery Filter

In IPpv6, a neighbor discovery packet is used for address resolution. A flexible filter can

be used to check for a neighborhood discovery packet.

Wake-Up Packet Storage

The 82574L saves the first 128 bytes of the wake-up packet in its internal buffer, which
can be read through the WUPM after the system wakes up.
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6.0 Non-Volatile Memory (NVM) Map
The NVM contains two regions located at fixed addresses and various regions located at
programmable addresses throughout the physical NVM space.

The NVM base area resides at word addresses 0x00-0x3F. All defined fields are fixed,
while reserved words might be used by some programmable areas. The base area is
present in the NVM in all system configurations.

The programmable areas are as follows:

¢ Additional configuration for the PHY is located in the extended configuration area.
The extended configuration pointer indicates the location of the extended
configuration area. A value of 0x0000 means that the extended configuration area
is disabled. This should be the case for the 82574.

e Manageability configuration is located in a separate area. The manageability pointer
indicates the location of that area. A value of 0x0000 means that the manageability
configuration area is disabled.

Note: The NVM image must fit the specific NVM part being used. Special attention should be
paid to NVM words and fields that vary, like the examples of NVMTYPE or NVSIZE. For
the latest 82574L NVM images, contact your Intel representative.

6.1 Basic Configuration Table
Table 36 lists the NVM map for the 0x00-0x3F address range.

Table 36. NVM Map of Address Range 0x00-0x3F

Word Used By 15 8 7 1]
0x00 HW Ethernet Address Byte 2 Ethernet Address Byte 1
0x01 HW Ethernet Address Byte 4 Ethernet Address Byte 3
0x02 HW Ethernet Address Byte 6 Ethernet Address Byte 5
0x03 L -

Ox04 SW Compatibility High Compatibility Low
0x05 SW Image Version Information 1

0x06 L -

0x07 SW Compatibility High Compatibility Low
0x08 sw PBA, Byte 1 PBA, Byte 2
0x09 PBA, Byte 3 PBA, Byte 4
0x0A HW Init Control 1

0x0B HW Subsystem ID

0x0C HW Subsystem Vendor ID

0x0D HW Device ID

Ox0E HW Reserved
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Word Used By 15 8 7 0
O0xOF HW Init Control 2
0x10 HW NVM Word 0
Ox11 HW NVM Word 1
0x12 HW NVM Word 2
0x13 HW Reserved
0x14 HW Reserved
0x15 HW Reserved
0x16 HW Reserved
0x17 HW PCle Electrical Idle Delay
0x18 HW PClIe Init Configuration 1
0x19 HW PClIe Init Configuration 2
0x1A HW PCIe Init Configuration 3
0x1B HW PCIe Control
0x1C HW PHY Configuration LEDCTL 1
0x1D HW Reserved
Ox1E HW Device REV ID
Ox1F HW LEDCTL 0 2
0x20 HW Flash Parameters
0x21 HW Flash LAN Address
0x22 HW LAN Power Consumption
0x23 SW SW Flash Vendor Detection
0x24 HW Init Control 3
0x25 HW APT SMBus Address
0x26 HW APT Rx Enable Parameters
0x27 HW APT SMBus Control
0x28 HW APT Init Flags
0x29 HW APT Management Configuration
0x2A HW APT pCode Pointer
0x2B HW Least Significant Word of Firmware ID
0x2C HW Most Significant Word of Firmware ID
0x2D HW NC-SI Management Configuration
O0x2E HW NC-SI Configuration
0x2F HW VPD Pointer
0x30-0x3E | SW SW Section
0x3F Sw Software Checksum, Words 0x00 Through 0x3F
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6.1.1 Hardware Accessed Words

This section describes the NVM words that are loaded by the 82574 hardware.

6.1.1.1 Ethernet Address (Words 0x00-0x02)

The Ethernet Individual Address (IA) is a 6-byte field that must be unique for each
Network Interface Card (NIC), and thus unique for each copy of the NVM image. The
first three bytes are vendor specific - for example, the IA is equal to [00 AA 00] or [00
A0 C9] for Intel products. The value from this field is loaded into the Receive Address
Register 0 (RALO/RAHO).

For the purpose of this specification, the IA byte humbering convention is indicated

below:
IA Byte / Value
Vendor 1 2 3 4 5 6
Intel Original 00 AA 00 variable variable variable
Intel New 00 AO (e°] variable variable variable

6.1.1.2 Initialization Control Word 1 (Word 0Ox0A)

Bit Name ngcfla‘::ﬁ:e NVSI:tItIi\:‘E;ge Description

15 Reserved 0b 0b Reserved.

14 Reserved Ob Ob Reserved

13:12 Reserved 00b 00b Reserved.

11 FRCSPD 1b Ob Force Speed bit setting in the Device Control register (CTRL[11]).

10 FD 1b Ob Force Duplex bit setting in the Device Control register (CTRL[0]).

9 Reserved 1b 1b Reserved.

8 Reserved 0b 0b Reserved.

7 Reserved Ob Ob Must be set to Ob (PClIe CB).

6 Reserved 1b 1b Reserved

5 Reserved 1b 1b Reserved.

4 1LOS ob ob égﬁ)\-f[f;]s)i?nal Polarity bit setting in the Device Control register

3 Reserved 1b 1b Reserved

2 Reserved 0b 0b Reserved

1 Load Subsystem 1b 1b This bit indicates that the device is to load its PCle subsystem ID
IDs and subsystem vendor ID from the NVM (words 0x0B and 0x0C).

0 Load Device ID 1b 1b Ir?eisNb\i/tNiln(ﬂ%?’Ze%)t(laaDt)Fhe device is to load its PCIe device ID from
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6.1.1.3 Subsystem ID (Word 0x0B)

If the load subsystem IDs in word OxO0A is set, this word is loaded to initialize the
subsystem ID. The default value is 0x0.

6.1.1.4 Subsystem Vendor ID (Word 0x0C)

If the load subsystem IDs in word OxO0A is set, this word is loaded to initialize the
subsystem vendor ID. The default value is 0x8086.

6.1.1.5 Device ID (Word 0x0D)

If the load vendor/device IDs in word OxO0A is set, this word is loaded to initialize the
device ID of the function. The default value is 0x10D3 for the 82574.

6.1.1.6 Initialization Control Word 2 (Word OxOF)

Hardware NVM
Bit Name Image Description
Default Setting
15 APM PME# ob 1b Initial value of the Assert PME On APM Wakeup bit in the Wake Up
Enable Control register (WUC.APMPME).
Manageability Operation Mode
Using this field selects one of the manageability operation modes.
. 00b = Manageability disable (clock gated).
14:13 MNGM 00b 00b 01b = NC-SI.
10b = Advanced pass through.
11b = Reserved.
12 NVMTYPE Ob 0Ob Ob = EEPROM.

1b = Flash.
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NVM
Bit Name Hg::;vua::e Image Description
Setting

NVM size [bytes]

Equals 128 * 2 ** NVSIZE. (When NVM=Flash the NVSIZE should be
>= 9 #, Therefore, the minimal supported Flash size is 64 KB).

Note: A value of 1111b is reserved.

Following are all possible NVSIZE values and their corresponding NVM
sizes (in both bytes and bits):

0000b = 128 B/ 1 Kb
0001b = 256 B/ 2 Kb
0010b = 0.5 KB / 4 Kb
0011b = 1 KB/ 8 Kb
11:8 NVSIZE oxo?! ox0?! 01000 = 2 KB /116 Kb
0101b = 4 KB / 32 Kb
0110b = 8 KB / 64 Kb
0111b = 16 KB / 128 Kb
1000b = 32 KB / 256 Kb
1001b = 64 KB / 0.5 Mb
1010b = 128 KB/ 1 Mb
1011b = 265 KB/ 2 Mb
1100b = 0.5 MB / 4 Mb
1101b =1 MB/ 8 Mb
1110b = 2 MB / 16 Mb
1111b = Reserved

7 Reserved 0b 0b Reserved
6 Reserved 1b 1b Reserved
5 Reserved 0b 0b Reserved
4 Reserved 1b 1b Reserved
3 Reserved 1b 1b Reserved
2 Reserved 0Ob 0b Reserved
1 Reserved 0Ob 0b Reserved
0 Reserved 0b 0b Reserved

1. 0x09 for Flash.

6.1.1.7 NVM Protected Word 0 - NVPO (Word 0x10)

NVM
Bit Name Hggcfl\al\:ﬁ:e Image Description
Setting
15:8 Reserved 0x0 0x0 Reserved
7:0 Reserved 0x0 0x0 Reserved
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6.1.1.8 NVM Protected Word 1 - NVP1 (Word 0x11)
NVM
Bit Name Hg::\alvual:e Image Description
Setting
X Defines the instruction code for the block erase used by the 82574. The
15:8 FSECER 0x20 0x20 erase block size is defined by the SECSIZE field in address 0x12.
7:1 Reserved 0x00 0x00 Reserved
0 RAM_PWR_ 1b 1b When set to 1b, enables reducing power consumption by clock gating the
SAVE_EN 82574 RAMs.
6.1.1.9 NVM Protected Word 2 - NVP2 (Word 0x12)
NVM
Bit Name HS:;I,:LaI:e Image Description
Setting
Signature
. The 8-bit Signature field indicates to the device that there is a valid
15:8 SIGN Ox7E Ox7E NVM present. If the Signature field does not equal 0x7E then the
default values are used for the device configuration.
7 Reserved Ob 0b Reserved
6 Reserved Ob 1b Reserved
5 Reserved Ob 1b Reserved
4 Reserved Ob 1b Reserved
The SECSIZE defines the Flash sector erase size as follows:
00b = 256 bytes.
3:2 SECSIZE 01b 11b 01lb = 4 KB.
10b = Reserved.
11b = Reserved.
1:0 Reserved Ob 0b Reserved
6.1.1.10 Extended Configuration Word 1 (Word 0x14)
NVM
Bit Name Hg::;vue::e Image Description
Setting
15:13 Reserved 100b 000b Reserved
12 Reserved 0b 1b Reserved
11:0 Reserved 0x0 0x0 Reserved
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6.1.1.11 Extended Configuration Word 2 (Word 0x15)

Bit Name Hg;«:xlal:e I:l\all_zle Description
Setting
15:8 Reserved 0x0 0x0 Reserved
7 Reserved ib 1b Reserved
6 Reserved 1b 1b Reserved
5 Reserved 0b 0b Reserved
4 Reserved 0b 0b Reserved
3 Reserved 1b 1b Reserved
2 Reserved Ob 0b Reserved
1 Reserved Ob 0b Reserved
0 Reserved Ob 0b Reserved

6.1.1.12 Extended Configuration Word 3 (Word 0x16)

NVM
Bit Name ngecflz\:ﬁ:e Image Description
Setting
15:8 Reserved 0x0 0x0 Reserved
7:0 Reserved 0x0 0x0 Reserved

6.1.1.13 PCIe Electrical Idle Delay (Word 0x17)

Bit Name Hg:;'::ﬂ:e I:‘z’l_l\gde Description
Setting
15:14 | Reserved 00b 00b Reserved
13 Reserved 1b 1b Reserved
12:8 Reserved 0x7 0x7 Reserved
7:3 Reserved 0x0 0x0 Reserved
2 Reserved 1b 1b Reserved
1 Reserved 0b 0b Reserved
0 Reserved 0b 0b Reserved
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6.1.1.14 PCIe Init Configuration 1 Word (Word 0x18)
. Hardware NVM Image L
Bit Name Default Setting Description
15 Reserved Ob Ob Reserved
14:12 | L1_Act Ext_Latency | Ox6 (32 us-64 us) | Ox6 (32 us-64 ps) | -t active exit latency for the configuration

space.

L1 active acceptable latency for the

11:9 L1_Act_Acc_Latency | 0x6 (32 pus-64 ps) 0x6 (32 ps-64 us) configuration space.

8:6 L0s_Acc_Latency 0x3 (512 ns) 0x3 (512 ns) I;g:cicceptable latency for the configuration
LOs exit latency for active state power

5:3 LOs_Se_Ext_Latency | Ox1 0Ox1 management (separated reference clock) -
(latency between 64 ns — 128 ns).
LOs exit latency for active state power

2:0 LOs_Co_Ext_Latency 0x1 0x1 management (common reference clock) -
(latency between 64 ns - 128 ns).

6.1.1.15 PCIe Init Configuration 2 Word (Word 0x19)
. Hardware NVM Image R
Bit Name Default Setting Description

15 DLLP timer enable Ob Ob When set, enables the DLLP timer counter.

14 Reserved 0b Ob Reserved

13 Reserved 1b 1b Reserved
When set to 1b, the serial number capability is

12 SER_EN Ob 1ib enabled.
Extra NFTS (number of fast training signal),

i which is added to the original requested

11:8 ExtraNFTS Ox1 Ox1 number of NFTS (as requested by the upstream
component).

7:0 NETS 0x50 0x50 L\lou%ber of special sequence for LOs transition
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PCIe Init Configuration 3 Word (Word 0x1A)

Bit

Name

Hardware
Default

NVM
Image
Setting

Description

Master_Enable

0b

0b

When set to 1b, this bit enables the PHY to be a master
(upstream component/cross link functionality).

Scram_dis

0b

0b

Scrambling Disable
When set to 1b, this bit disables the PCIe LFSR scrambling.

13

Ack_Nak_Sch

0b

0b

ACK/NAK Scheme
0b = Scheduled for transmission following any TLP.

1b = Scheduled for transmission according to time outs
specified in the PCle specification.

12

Cache_Lsize

0b

0b

Cache Line Size
Ob = 64 bytes.
1b = 128 bytes.

Note: The value loaded must be equal to the actual cache line
size used by the platform, as configured by system software.

11:10

PCIE_Cap

01b

01b

PCIe Capability Version

I10_Sup

1b

1b

I/0 Support (Effect I/O BAR Request)
Ob = I/0O is not supported.
1b = I/0 is supported.

Packet_Size

1b

1b

Default Packet Size
Ob = 128 bytes.
1b = 256 bytes.

Reserved

0b

0b

Reserved

Reserved

0b

0b

Reserved

Reserved

0b

1b

Reserved

Reserved

0b

1b

Reserved

3:2

Act_Stat_PM_Sup

0x3

0x3

Determines support for Active State Link Power Management
(ASLPM). Loaded into the PCIe Active State Link PM Support
register.

Note: Changing the default value of this field might affect
certain power savings features of the 82574. However, in some
applications, it might be necessary to change this value as
explained in the Intel® 82574 Family Gigabit Ethernet
Controller Specification Update. Please refer to Erratum #20 for
more details.

Slot_Clock_Cfg

1b

1b

When set, the 82574 uses the PCle reference clock supplied on
the connector (for add-in solutions).

Loop back polarity
inversion

0b

0b

Check Polarity Inversion in Loop-Back Master Entry

During normal operation polarity is adjusted during link up.
When this bit is set, the receiver re-checks the polarity of Rx-
data and then inverts it accordingly, when entering a near-end
loopback. When cleared, polarity is not re-checked after link up.
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6.1.1.17 PCIe Control (Word 0x1B)

NVM
Image
Setting

Hardware

Bit Name Default

Description

1:0 Latency_To_Enter_L1 0x3 0x3

Period in LOs state before transitioning into an L1 state bits
[1:0].

00b = 64 ps.

01b = 256 ps.

10b = 1 ms.

11b = 4 ms.

2 Electrical IDLE Ob Ob

Electrical Idle Mask

If set to 1b, disables the check for illegal electrical idle
sequence (such as, eidle ordered set without common mode
and vise versa), and accepts any of them as the correct eidle
sequence.

Note: The specification can be interpreted so that idle ordered
set is sufficient for transition to power management states. The
use of this bit allows an acceptance of such interpretation and
avoids the possibility of correct behavior to be understood as
illegal sequences.

3 Reserved Ob 1b

Reserved

4 Skip Disable Ob Ob

Disable skip symbol insertion in the elastic buffer.

5 L2 Disable Ob Ob

Disable the link from entering L2 state.

6 Reserved Ob Ob

Reserved

9:7 MSI_X_NUM 0x4 0x4

This field specifies the number of entries in the MSI-X tables.
MSI_X_NUM is equal to the number of entries minus one. For
example, a value of 0x3 means four vectors are available. The
82574L supports a maximum of five vectors.

10 Leaky Bucket Disable ib 1ib

Disable leaky bucket mechanism in the PCIe PHY. Disabling this
mechanism holds the link from going to recovery retrain in
case of disparity errors.

11 Good Recovery Ob Ob

When this bit is set, the LTSSM recovery states always progress
towards link up (force a good recovery when a recovery
occurs).

12 PCIE_LTSSM 0b 0b

When cleared, LTSSM complies with the SIimPIPE specification
(power mode transition). When set, LTSSM behaves as in
previous generations.

PCIE Down Reset

13 Disable

0b 0b

Disable a core reset when the PCle link goes down.

14 Latency_To_Enter_L1 1b 1ib

MSB [2] of period in LOs state before transitioning into an L1
state (lower bits are in bits [1:0].

Recommended setting: {14, 1:0} = 011b - 32 pus.

15 PCIE_RX_ Valid 0b 0b

Force receiver presence detection. When set, the 82574
overrides the receiver (partner) detection status.
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6.1.1.18 LED 1 Configuration Defaults/PHY Configuration (Word 0x1C)
Hardware NVM
Bit Name Image Description
Default Setting

Initial value of the LED1_MODE field specifying what event/state/pattern

3:0 LED1 Mode 0x4 0Ox4 is displayed on the LED1 (ACTIVITY) output. A value of 0011b (0x3)
indicates the ACTIVITY state.

4 Reserved Ob Ob Reserved, set to 0b.

. LED1 Blink Mode

5 Hi%t Blink Ob Ob Ob = Blinks at 200 ms on and 200 ms off.
1b = Blinks at 83 ms on and 83 ms off.
Initial Value of LED1_IVRT Field

6 LED1 Invert 0b 0b Ob = Active-low output

. Initial Value of LED1_BLINK Field

7 LED1 Blink 1ib 1ib 0b = Non-blinking

8 Reserved 1ib 1b Reserved
DO Low Power Link Up

9 DOLPLU Ob Ob Enables decrease in link speed in DOa state when the power policy and
power management state dictate so.
Low Power Link Up

10 LPLU 1b 1b Enables decrease in link speed in non-D0a states when the power policy
and power management state dictate so.

Disable
11 1000 in 1b 1b Disables 1000 Mb/s operation in non-D0a states.
non-D0a

When set, the PHY operates in class A mode instead of class B mode.
This mode only applies for 1000BASE-T operation. 10BASE-T and

12 Class AB 0b 0b 100BASE-T operation continue to run in Class B mode by default,
regardless of this signal value.

13 Reserved 1b 1b Reserved

. . When set, 1000 Mb/s operation is disabled in all power modes.
14 Giga Disable | 0b 0b Note: Refer to Section 13.5.1 for 10/100 Mb/s only operation.
15 Reserved Ob Ob Reserved
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6.1.1.19 Reserved (Word 0x1D)
Bit Name HSZ‘::LE::e Iﬁ!;le Description
Setting
15:9 Reserved 0x0 0x0 Reserved
8 Reserved ib 1b Reserved
7 Reserved 0b 0b Reserved
6 Reserved 0b 0b Reserved
5 Reserved 0b 0b Reserved
4:0 Reserved 0x0 0x0 Reserved
6.1.1.20 Device Rev ID (Word Ox1E)
Bit Name Hg::;\ilal:e I:Z;e Description
Setting
15 Reserved 0Ob 1b Reserved
14 Reserved 1b 1ib Reserved
13 Reserved 0b 1b Reserved
12 Reserved 0b 1b Reserved
11 Reserved 0b 0b Reserved
10 Reserved 0b 0b Reserved
9 Reserved ib Ob Reserved
8 Reserved 1b 0b Reserved
7:0 Reserved 0x0 0x0 Reserved
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6.1.1.21 LED 0-2 Configuration Defaults (Word Ox1F)

Bit Name Hardware I:\;ze Description
Default Setting
LEDO Initial value of the LEDO_MODE field specifying what event/state/pattern is
3:0 Mode 0x6 0x6 displayed on the LEDO (LINK_UP) output. A value of 0010b (0x2) causes this
to indicate LINK_UP state.
4 Reserved Ob Ob Reserved, set to 0b.
LEDO LEDO Blink Mode
5 Blink ob? ob? 0Ob = Blinks at 200 ms on and 200 ms off.
Mode 1b = Blinks at 83 ms on and 83 ms off.
6 LEDO ob ob Initial Value of LEDO_IVRT Field
Invert Ob = Active-low output.
- LE_DO ob ob Initial Value 'of .LEDO_BLINK Field
Blink Ob = Non-blinking.
Initial value of the LED2_MODE field specifying what event/state/pattern is
11:8 II\_’E)?:Ii 0x7 0x7 displayed on LED2 (LINK_100) output.
A value of 0110b (0x6) causes this to indicate 100 Mb/s operation.
12 Reserved Ob Ob Reserved, set to 0b.
LED2 LED2 Blink Mode
13 Blink ob! ob! Ob = Blinks at 200 ms on and 200 ms off.
Mode 1b = Blinks at 83 ms on and 83 ms off.
LED2 Initial Value of LED2_IVRT Field
14 Invert 0b 0b 0b = Active-low output.
LED2 Initial Value of LED2_BLINK Field
15 Blink 0b 0b 0b = Non-blinking.

1. These bits are read from the NVM.
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6.1.1.22 Flash Parameters - FLPAR (Word 0x20)
NVM
Bit Name HS;c:::ﬁ:e Image Description
Setting
X Defines the instruction code for the Flash device erase. A value of 0x00
15:8 FDEVER 0x60 0x60 means that the device does not support the device erase.
7:6 Reserved 0x0 0x0 Reserved
SST Flash Not
When set to Ob, indicates an SST FLASH type: write access to the Flash
5 FLSSTh ob ob is limited to 1 byte at a time and it is required to clear write protection
at power up. When set to 1b, burst write access to the Flash is enabled
up to 256 bytes and it is not required to clear write protection at power
up.
Very Long Cycle Indication
When set to 1b, the LONGC indicates to the 82574 that a Flash write
4 LONGC 0b 0Ob instruction is considered a very long instruction. When set to 'Ob, the
LONGC indicates that a write cycle to the Flash is not considered a very
long cycle.
3:0 Reserved 0x0 0x0 Reserved
6.1.1.23 Flash LAN Address - FLANADD (Word 0x21)
NVM
Bit Name HS;cfi;vuaI:e Image Description
Setting
15 DISLFB 0b 0b 1b = Disables the LAN Flash BAR.
14:12 | LANSIZE 0x0 0x0 LAN boot expansion window size = 2 KB * 2 ** LANSIZE.
LAN Flash Address
. Defines the location of the LAN boot expansion ROM in the physical
11:8 LBADD 0x0 0x0 Flash device as defined in the following equation:
Word Address = 4 KB * (LBADD + PEND).
7 DISLEXP 0b 1ib 1b = Disables the LAN expansion boot ROM BAR.
6:1 Reserved 0x0 0x0 Reserved, must be set to Ob.
0 Reserved (0]s) Ob Reserved, must be set to Ob.
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6.1.1.24 LAN Power Consumption (Word 0x22)

NVM
Bit Name Hg:flriﬁ:e Image Description
Setting

The value in this field is reflected in the PCI Power Management Data
15:8 LAN DO OxF OxF register of the function for DO power consumption and dissipation

Power (Data_Select = 0 or 4). Power is defined in 100 mW units. The power
also includes the external logic required for the LAN function.
7:5 Reserved 0x0 0x0 Reserved

The value in this field is reflected in the PCI Power Management Data
Register of the function for D3 power consumption and dissipation
4:0 LAN D3 Ox4 Ox4 (Data_Select = 3 or 7). Power is defined in 100 mW units. The power

' Power also includes the external logic required for the function. The most
significant bits in the Data register that reflects the power values are
padded with zeros.

6.1.1.25 Flash Software Detection Word (Word 0x23)

The setting of this word to OxFFFF enables detection of the flash vendor by software

tools.
NVM
Bit Name Hg;cfl;\:‘allt'e Image Description
Setting
Checksum Validity Indication
Checksum

15 validity 0x0 0x0 Ob = Checksum should be corrected by software tools.
1b = Checksum may be considered valid.

Deep Smart Enable/disable bit for Deep Smart Power Down functionality.
14 Power 0x1 0Ox1 Ob = Enable Deep Smart Power Down (DSPD).

Down 1b = Disable DSPD (default).
13:8 | Reserved 0x3F 0x3F Reserved

Flash
7:0 Vendor OxFF OxFF This word must be set to OxFF.

Detect
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6.1.1.26 Initialization Control 3 (Word 0x24)
NVM
Bit Name Hggcflz\:lallt'e Image Description
Setting
15 Reserved 0b Ob Reserved
14 Reserved 1b 1ib Reserved
13 Reserved 1b Ob Reserved
12 Reserved 0Ob Ob Reserved
11 Reserved 1b 1ib Reserved
Initial value of Advanced Power Management Wake Up Enable in the
10 APM Enable 0Ob 1b Wake Up Control (WUC.APME) register. Mapped to CTRL[6] and to
WUCIO0].
9 Reserved 0b 1b Reserved
8 Reserved 0Ob 1b Reserved
7:1 Reserved 0x0 0x0 Reserved
No PHY Reset
When set to 1b, this bit prevents the PHY reset signal and the power
0 No_Phy_Rst 1b 1b changes reflected to the PHY according to the MANC.Keep_PHY_Link_Up
value.
6.1.2 Software Accessed Words
6.1.2.1 Compatibility Bytes (Words 0x03 - 0x07)
This section describes the meaningful NVM words in the basic configuration space that
are used by software at word addresses 0x03 to 0x07.
6.1.2.1.1 Compatibility Bytes (Word 0x03)
. Hardware NVMImage sy
Bit Name Default Setting Description
15:13 Reserved 000b 000b Reserved. Must be set to 000b.
ASF SMB ASF SMBus Connected
us _
12 Connected 0b 0b 0b = Not connected.
1b = Connected.
LOM or NIC
11 LOM 0b ib 0b = NIC.
1b = LOM.
Server NIC
10 Server NIC ib ib 0b = Client.
1b = Server.
Client NIC
9 Client NIC 1b 0b 0b = Server.
1b = Client.
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. Hardware NVMImage P
Bit Name Default Setting Description
Retail Card
8 Retail Card Ob Ob Ob = Retail.
1b = OEM.
7:6 Reserved 00b 00b Reserved. Must be set to 00b.
5 Reserved 1ib 1ib Reserved. Must be set to 1b.
sMB SMBus Connected
us -
4 Connected 1ib Ob Ob = Not connected.
1b = Connected.
3 Reserved Ob Ob Reserved. Must be set to Ob.
PCI Bridge NOT Present
2 PCI Bridge 1ib Ob Ob = PCI bridge NOT present.
1b = PCI bridge present.
1:0 Reserved 00b 00b Reserved. Must be set to 00b.
6.1.2.1.2 Compatibility Bytes (Word 0x04)
. Hardware NVMImage R
Bit Name Default Setting Description
15:12 | Reserved OxF OxF Reserved.
11:8 LED 2 Control 0x7 0x7 Control for LED 2 - LINK_1000.
7:4 LED 1Control 0x4 0x4 Control for LED 1 - LINK/ACTIVITY.
3:0 LED 0 Control 0x6 0x6 Control for LED 0 - LINK_100.
6.1.2.1.3 Compatibility Byte (Word 0x05)
. Hardware NVM Image -
Bits Name Default Setting Description
15:0 Reserved 0x2010 0x2010 Reserved.
6.1.2.1.4 Compatibility Bytes (Word 0x06 - 0x07)
. Hardware NVM Image -
Bits Name Default Setting Description
15:0 Reserved OxFFFF OxFFFF Reserved.
6.1.2.2 PBA Number (Word 0x08 and 0x09)

The nine-digit Printed Board Assembly (PBA) number used for Intel manufactured
Network Interface Cards (NICs) is stored in the EEPROM.

Note that through the course of hardware ECOs, the suffix field is incremented. The
purpose of this information is to enable customer support (or any user) to identify the
revision level of a product.
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6.1.2.3

6.1.2.3.1

intel)

Network driver software should not rely on this field to identify the product or its
capabilities.

Current PBA numbers have exceeded the length that can be stored as hex values in
these two words. For these PBA numbers the high word is a flag (OXFAFA) indicating
that the PBA is stored in a separate PBA block. The low word is a pointer to a PBA block.

PBA Number Word 0x08 Word 0x09

G23456-003 FAFA Pointer to PBA Block

The PBA block is pointed to by word 0x09.

Word Offset Description Reserved
0x0 Length in words of the PBA block (default 0x6).
0x1 ... 0x5 PBA number stored in hexadecimal ASCII values.

The PBA block contains the complete PBA number including the dash and the first digit
of the 3-digit suffix. For example:

PBA Number Word Word Word Word Word Word
Offset 0 Offset 1 Offset 2 Offset 3 Offset 4 Offset 5
G23456-003 0006 4732 3334 3536 2D30 3033

Older PBA numbers starting with (A,B,C,D,E) are stored directly in words 0x08 and
0x09. The dash itself is not stored nor is the first digit of the 3-digit suffix, as it is
always 0b for relevant products.

PBA Number Byte 1 Byte 2 Byte 3 Byte 4

123456-003 12 34 56 03

PXE Words (Words 0x30:0x3E)

Words 0x30 through 0x3E (bytes 0x60 through 0x7D) have been reserved for
configuration and version values to be used by PXE code.

Boot Agent Main Setup Options (Word 0x30)

The boot agent software configuration is controlled by the NVM with the main setup
options stored in word 0x30. These options are those that can be changed by using the
Control-S setup menu or by using the IBA Intel Boot Agent utility. Note that these
settings only apply to Boot Agent software.

119



intel.

Table 37.
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Boot Agent Main Setup Options

Bit

Name

Hardware
Default

NVM
Image
Setting

Description

15:13

Reserved

000b

Reserved, set to 0x0.

FDP

0b

Force Full Duplex.
Set this bit to Ob for half duplex and 1b for full duplex.
Note that this bit is a don't care unless bits 10 and 11 are set.

11:10

FSP

00b

Force Speed.

These bits determine speed.

01b = 10 Mb/s.

10b = 100 Mb/s.

11b = Not allowed.

All zeros indicate auto-negotiate (the current bit state).
Note that bit 12 is a don’t care unless these bits are set.

Reserved

0b

Reserved
Set this bit to Ob.

DSM

1b

1b

Display Setup Message.
If this bit is set to 1b, the "Press Control-S" message appears after the
title message.

7:6

PT

00b

Prompt Time. These bits control how long the "Press Control-S" setup
prompt message appears, if enabled by DIM.

00b = 2 seconds (default).
01b = 3 seconds.
10b = 5 seconds.
11b = 0 seconds.

Note that the Ctrl-S message does not appear if 0 seconds prompt time is
selected.

Reserved

0b

Reserved

4:3

DBS

00b

Default Boot Selection. These bits select which device is the default boot
device. These bits are only used if the agent detects that the BIOS does
not support boot order selection or if the MODE field of word 0x31 is set
to MODE_LEGACY.

00b = Network boot, then local boot.
01b = Local boot, then network boot.
10b = Network boot only.

11b = Local boot only.

Reserved

0b

Reserved

1:0

PS

00b

Protocol Select. These bits select the boot protocol.
00b = PXE (default value).

01b = Reserved.

Other values are undefined.
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6.1.2.3.2

Table 38.

intel.

Boot Agent Configuration Customization Options (Word 0x31)

Word 0x31 contains settings that can be programmed by an OEM or network
administrator to customize the operation of the software. These settings cannot be
changed from within the Control-S setup menu or the IBA Intel Boot Agent utility. The
lower byte contains settings that would typically be configured by a network
administrator using the Intel Boot Agent utility; these settings generally control which
setup menu options are changeable. The upper byte are generally settings that would
be used by an OEM to control the operation of the agent in a LOM environment,
although there is nothing in the agent to prevent their use on a NIC implementation.

Boot Agent Configuration Customization Options (Word 0x31)

Bit

Name

Hardware
Default

NVMImage
Setting

Description

15:14

SIG

11b

Signature
Set these bits to 11b to indicate valid data.

13:12

Reserved

00b

Reserved, must be set to 00b.

11

0b

Continuous Retry Disabled (Ob default).

10:8

MODE

000b

Selects the agent's boot order setup mode. This field
changes the agent's default behavior in order to make it
compatible with systems that do not completely support
the BBS and PnP Expansion ROM standards. Valid values
and their meanings are:

000b = Normal behavior. The agent attempts to detect
BBS and PnP Expansion ROM support as it normally
does.

001b = Force Legacy mode. The agent does not attempt
to detect BBS or PnP Expansion ROM supports in the
BIOS and assumes the BIOS is not compliant. The BIOS
boot order can be changed in the Setup Menu.

010b = Force BBS mode. The agent assumes the BIOS
is BBS-compliant, even though it may not be detected

as such by the agent's detection code. The BIOS boot

order CANNOT be changed in the Setup Menu.

011b = Force PnP Int18 mode. The agent assumes the
BIOS allows boot order setup for PnP Expansion ROMs
and hooks interrupt 18h (to inform the BIOS that the
agent is a bootable device) in addition to registering as a
BBS IPL device. The BIOS boot order CANNOT be
changed in the Setup Menu.

100b = Force PnP Int19 mode. The agent assumes the
BIOS allows boot order setup for PnP Expansion ROMs
and hooks interrupt 0x19 (to inform the BIOS that the
agent is a bootable device) in addition to registering as a
BBS IPL device. The BIOS boot order CANNOT be
changed in the Setup Menu.

101b = Reserved for future use. If specified, treated as
value 000b.

110b = Reserved for future use. If specified, treated as
value 000b.

111b = Reserved for future use. If specified, treated as
value 000b.

7:6

Reserved

00b

Reserved, must be set to 00b.

DFU

0b

Disable Flash Update

If set to 1b, no updates to the Flash image using PROSet
is allowed.

The default for this bit is Ob; allow Flash image updates
using PROSet.
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. Hardware NVMImage P
Bit Name Default Setting Description

Disable Legacy Wakeup Support
If set to 1b, no changes to the Legacy OS Wakeup

4 DLWS 0Ob Support menu option is allowed.
The default for this bit is Ob; allow Legacy OS Wakeup
Support menu option changes.
Disable Boot Selection
If set to 1b, no changes to the boot order menu option is

3 DBS 0b allowed.
The default for this bit is Ob; allow boot order menu
option changes.
Disable Protocol Select

> DPS ob If set to 1b, no changes to the boot protocol is allowed.
The default for this bit is Ob; allow changes to the boot
protocol.
Disable Title Message
If set to 1b, the title message displaying the version of
the boot agent is suppressed; the Control-S message is

1 DTM ob also suppressed. This is for OEMs who do not want the
boot agent to display any messages at system boot.
The default for this bit is Ob; allow the title message that
displays the version of the boot agent and the Control-S
message.
Disable Setup Menu
If set to 1b, no invoking the setup menu by pressing

0 DSM ob Control-S is allowed. In this case, the EEPROM can only
be changed via an external program.
The default for this bit is Ob; allow invoking the setup
menu by pressing Control-S.

6.1.2.3.3 Boot Agent Configuration Customization Options (Word 0x32)

Word 0x32 is used to store the version of the boot agent that is stored in the Flash
image. When the Boot Agent loads, it can check this value to determine if any first-time
configuration needs to be performed. The agent then updates this word with its
version. Some diagnostic tools to report the version of the Boot Agent in the Flash also
read this word. This word is only valid if the PPB is set to Ob. Otherwise the contents
might be undefined.

Table 39. Boot Agent Configuration Customization Options (Word 0x32)
. Hardware NVM Image -
Bit Name Default Setting Description
15:12 MAJOR 0x1 0x1 PXE boot agent major version.
11:8 MINOR 0x2 0x2 PXE boot agent minor version.
7:0 BUILD 0x28 0x1C PXE boot agent build number.
6.1.2.3.4 IBA Capabilities (Word 0x33)
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Word 0x33 is used to enumerate the boot technologies that have been programmed
into the Flash. It is updated by IBA configuration tools and is not updated or read by

IBA.
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Table 40. IBA Capabilities
NVM
. Hardware .
Bit Name Image Description
Default Setting
Signature
15:14 SIG 11b These bits must be set to 11b to indicate that this word has been
programmed by the agent or other configuration software.
13:5 Reserved 0x0 Reserved, must be set to 0x0.
4 0b 0b iSCSI boot capability not present.
EFI EBC capability is present in Flash.
3 EFI 0Ob Ob Ob = The EFI code is not present.
1b = The EFI code is present.
2 Reserved 1b Reserved, set to 1b.
PXE/UNDI capability is present in Flash.
1 UNDI 1b 1b 1b = The PXE base code is present.
Ob = The PXE base code is not present.
PXE base code is present in Flash.
0 BC (0]5) ib Ob = The PXE base code is present.
1b = The PXE base code is not present.
6.1.2.4 Virtual MAC Data Pointer (Word 0x37)
NVM
. Hardware R
Bit Name Image Description
Default Setting
15:0 0x0 OxFFFF Virtual MAC Data Pointer.
6.1.2.5 iSCSI Boot Configuration Start Address (Word 0x3D)
NVM
Bit Name HS:::LaI:e Image Description
Setting
15:0 Address 0x0 0x120 gc\)/il*r:ltword address of the iSCSI boot configuration structure starting
6.1.2.6 PXE VLAN Configuration Pointer (0x003C)
Bits Name Default Description
15:0 Eé(iit\QFAN Configuration 0x0 The pointer contains offset of the first Flash word of the PXE VLAN config block.
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6.1.2.7 PXE VLAN Configuration Section Summary Table
Word Offset Word Name Description
0x0000 VLAN Block Signature ASCII 'V', 'L
0x0001 Version and Size Contains version and size of structure.
VLAN tag value for the first port of the 82574.
0x0002 Port 0 VLAN Tag Contains PCP, CFI and VID fields. A value of 0 means
no VLAN is configured for this port.
6.1.2.8 VLAN Block Signature - 0x0000
Bits Field Name Default Description
15:0 VLAN Block Signature 0x4C56 ASCII 'V', 'L

6.1.2.9 Version and Size - 0x0001
Bits Field Name Default Description
15:8 Size Total size in bytes of section.
7:0 Version 0x01 Version of this structure. Should be set to 0x1.
6.1.2.10 Port 0 VLAN Tag - 0x0002
Bits Field Name Default Description
15:13 Priority (0-7) 0x0 Priority 0-7.
12 Reserved 0x0 Always 0.
11:0 VLAN ID (1- 4095) 0x0 VLAN ID (1-4095).
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6.1.2.11 Checksum Word Calculation (Word 0x3F)

The checksum word (0x3F) is used to ensure that the base NVM image is a valid image.
The value of this word should be calculated such that after adding all the words (0x00-
0x3F), including the checksum word itself, the sum should be OxBABA. The initial value
in the 16-bit summing register should be 0x0000 and the carry bit should be ignored
after each addition.

Note: Hardware does not calculate the word 0x3F checksum during an NVM write or read. It
must be calculated by software independently and included in the NVM write data. This
field is provided strictly for software verification of NVM validity. All hardware
configuration based on word 0x00-0x3F content is based on the validity of the
Signature field of the NVM.

6.2 Manageability Configuration Words

6.2.1 SMBus APT Configuration Words

6.2.1.1 APT SMBus Address (Word 0x25)

NVM
. Hardware .
Bit Name Default ;:t:i?\eg Description
15:9 SMBus 0x0 0x63 Defines the default SMBus address.
Address

8 Reserved 0b 0b Reserved

7:1 Xlgdfgslsus 0x0 0x0 Management Controller (MC) SMBus target address.
0 Reserved 0b 0b Reserved

6.2.1.2 APT Rx Enable Parameters (Word 0x26)

Bit Name H[a;::;vua::e NVSI‘:tItrit:_'agge Description
15:8 Alert Value 0x0 0x0 Rx enable byte 14 (Alert Value).
7:0 IDnattearface 0x0 0x0 Rx enable byte 13 (Interface Data).

125




intel.

82574 GbE Controller—Non-Volatile Memory (NVM) Map

6.2.1.3 APT SMBus Control (Word 0x27)
- Hardware NVM Image L
Bit Name Default Setting Description
SMBUS Defines the largest SMBus fragment that can be generated by the
15:8 Fragment 0x20 0x20 82574. The 82574 does not generate an SMBus fragment containing
' Sizg more than (SMBus_Fragment_Size + 1) bytes. The value of this field
must be Dword aligned. Bits 9:8 must be set to 00b.
e SMBus Notification Timeout.
i Notification ) . -
7:0 Timeout 0x0 OxFF Each unit adds 1.1 to 1.3 ms. Resolution depends on internal clock,
which might vary its frequency in different power saving modes.
6.2.1.4 APT Init Flags (Word 0x28)
. Hardware NVMImage P
Bit Name Default Setting Description
15:6 Reserved 0x0 Reserved, set to 0x0.
5 Reserved Ox1 Reserved
4 Force TCO 0x0 1b = Enable internal reset on force TCO command.
Enable Ob = Force TCO command has no impact on the 82574.
3 SMB ARP oxi 1b = Disables SMBus ARP functionality.
Disabled?! 0b = Not supported.
This bit defines the Block Read SMBus command that should be
. SMB Block - used:
Read command 0b = SMBus Block Read command is 0xCO.
1b = SMBus Block Read command is 0xDO.
00b = SMBus alert.
1:0 Notification 0x0 01b = Asynchronous notify.
' Method 10b = Direct receive.
11b = Reserved.

1. The 82574L does not support SMBus ARP.

6.2.1.5 APT Management Configuration (Word 0x29)
Bit Name ng:fla‘::?l:e 5151:%:;13 Description
15:14 Reserved 0x0 Reserved, set to 0b.
13:4 Code Size 0x00 or 0x9 | Size of the manageability code in Dwords.
3:2 Reserved 0x0 Reserved, set to Ob.
00b = Tx 2 Kb, Rx 6 Kb, Rest 4 Kb.
o | wwi oo oo |IImzem e
11b = Tx 2 Kb, Rx 9 Kb, Rest 1 Kb.
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6.2.1.6 APT pCode Pointer (Word 0x2A)
NVM
Bit Name Hszc:::lalze Image Description
Setting

15:12 Reserved 0x0 Reserved, set to Ob.
Word pointer to the start of the management firmware

11:0 Pointer 0x00 or uCode in the NVM. For example, a value of 0x100

' 0x50 indicateis the firmware uCode starts at NVM word address

0x100.

1. pCode in the NVM is organized such that the lower word of a Dword code, is stored first.

Note: APT code size and pointer should be configured such that the code does not cross the
4 KB boundary.
6.2.2 NC-SI Configuration Words
6.2.2.1 Least Significant (LS) Word of the Firmware ID (Word 0x2B)
NVM
. Hard -
Bit Name S;f::ﬂ:e ;2:;?‘(; Description
15:0 Firmware ID 8?8282 or Firmware revision LS word.
6.2.2.2 Most Significant (MS) Word of the Firmware ID (Word 0x2C)
NVM
. Hard —
Bit Name S;f:::al::-e ;2:;?‘3 Description
15:0 Firmware ID 8?8882 or Firmware revision MS word.
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6.2.2.3 NC-SI Management Configuration (Word 0x2D)

NVM
Bit Name Hszc:::lalze Image Description
Setting
15:14 Reserved 0x0 Reserved, set to 0b.
13:4 | Code Size 0x09 or Size of the MNG code in Dwords.

3:2 Reserved 0x0 Reserved, set to Ob.
00b = Tx 4 Kb, Rx 4 Kb, Rest 4 Kb.
. 01lb = Tx 4 Kb, Rx 5 Kb, Rest 3 Kb.
1:0 RAM Partitioning 0x3 10b = Tx 4 Kb, Rx 6 Kb, Rest 2 Kb.
11b = Tx 4 Kb, Rx 7 Kb, Rest 1 Kb.

6.2.2.4 NC-SI Configuration (Word 0x2E)

Bit Name HS:::’:::e NVSI\:!:tr;:‘agge Description
15 Reserved 0x0 Reserved, set to Ob.
14:12 | Package ID 0x0 NCSI package ID.
Word pointer to the start of the management firmware
11:0 uCode Pointer gigg o rn(zioigaeté; EE‘: :iltyn:/lvglaFr%rfg:dn;pslgrat]svaatlllj\leill(\)llfv%:(?gddress
0x100.

1. pCode in the NVM is organized such that the lower word of a Dword code is stored first.

Note: NC-SI code size and pointer should be configured such that the code does not cross the
4 KB boundary.

6.2.2.5 Vital Product Data Pointer (VDP) (Word 0x2F)

. Hardware NVMImage .
Bit Name Default Size Description
15:0 VDP OXFFFF Reserved, set to OxFFFF.
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7.0 Inline Functions
7.1 Packet Reception
Packet reception consists of recognizing the presence of a packet on the wire,
performing address filtering, storing the packet in the receive data FIFO, transferring
the data to one of the two receive queues in host memory, and updating the state of a
receive descriptor.
Note: The maximum supported received packet size is 9018 bytes.
7.1.1 Packet Address Filtering
Hardware stores incoming packets in host memory subject to the following filter
modes. If there is insufficient space in the receive FIFO, hardware drops them and
indicates the missed packet in the appropriate statistics registers.
The following filter modes are supported:
e Exact unicast/multicast
— The destination address must exactly match one of 16 stored addresses. These
addresses can be unicast or multicast.
Note: The software device driver can only use 15 entries (entries 0-14). Entry 15 should be
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kept untouched by the software device driver. It can be used only by manageability's
firmware or an external Manageability Controller (MC).

e Promiscuous unicast
— Receive all unicasts
e Multicast
The upper bits of the incoming packet's destination address index is a bit vector that
indicates whether to accept the packet; if the bit in the vector is one, accept the
packet, otherwise, reject it. The 82574L provides a 4096-bit vector. Software provides
four choices of which bits are used for indexing. These are [47:36], [46:35], [45:34],

or [43:32] of the internally stored representation of the destination address (see
Figure 61)

e Promiscuous multicast
— Receive all multicast packets
¢ VLAN
Receive all VLAN packets that are for this station and have the appropriate bit set in the

VLAN filter table. A detailed discussion and explanation of VLAN packet filtering is
contained in section 7.5.3.

Normally, only good packets are received.
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Note:

7.1.2

Note:

7.1.3

Good packets are defined as those packets with no:

e CRC error

e Symbol error

e Sequence error

e Length error

e Alignment error

e Where carrier extension or RX_ERR errors are detected.
However, if the Store-Bad-Packet bit is set in the Device Control register (RCTL.SBP),
then bad packets that pass the filter function are stored in host memory. Packet errors
are indicated by error bits in the receive descriptor (RDESC.ERRORS). It is possible to

receive all packets, regardless of whether they are bad, by setting the promiscuous
enables and the Store-Bad-Packet bit.

CRC errors before the SFD are ignored. Every packet must have a valid SFD (RX_DV
with no RX_ER in the GMII/MII interface) in order to be recognized by the device (even
bad packets).

Receive Data Storage

Memory buffers pointed to by descriptors store packet data. Hardware supports the
following receive buffer sizes:

e 256B 512B 1024B 2048B 4096B 8192B 16384B
e FLXBUF x 1024B while FLXBUF=1,2,3,...15

Buffer size is selected by bit settings in the Receive Control register (RCTL.BSIZE,
RCTL.BSEX, RCTL.DTYP and RCTL. FLXBUF).

The 82574L (in legacy mode) places no alignment restrictions on receive memory
buffer addresses. This is desirable in situations where the receive buffer was allocated
by higher layers in the networking software stack, as these higher layers might have no
knowledge of a specific device's buffer alignment requirements.

Although alignment is completely unrestricted, it is highly recommended that software
allocate receive buffers on at least cache-line boundaries whenever possible.

Legacy Receive Descriptor Format

A receive descriptor is a data structure that contains the receive data buffer address
and fields for hardware to store packet information. If the RFCTL.EXSTEN bit is clear
and the RCTL.DTYP equals 00b, the 82574 uses the Legacy Rx Descriptor as shown in
the following figure.
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Figure 23.

7.1.3.1

Note:

7.1.3.2

7.1.3.3

Figure 24.
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63 48 47 40 39 3231 16 15 1]
(] Buffer Address [63:0]
8 VLAN Tag Errors Status Packet Checksum? Length

1. The checksum indicated here is the unadjusted 16-bit ones complement of the packet. A software assist might
be required to back out appropriate information prior to sending it up to upper software layers. The packet
checksum is always reported in the first descriptor (even in the case of multi-descriptor packets).

82574L Legacy Rx Descriptor

Length Field (16-Bit, Offset 0)

Upon receipt of a packet for this device, hardware stores the packet data into the
indicated buffer and writes the length, Packet Checksum, Status, Errors, and Status
fields. Length covers the data written to a receive buffer including CRC bytes (if any).

Software must read multiple descriptors to determine the complete length for packets
that span multiple receive buffers.

Packet Checksum (16-Bit, Offset 16)

For standard 802.3 packets (non-VLAN) the packet checksum is by default computed
over the entire packet from the first byte of the DA through the last byte of the CRC,
including the Ethernet and IP headers. Software can modify the starting offset for the
packet checksum calculation via the Receive Checksum Control register (RXCSUM).
This register is described in section 10.2.5.15. To verify the TCP/UDP checksum using
the packet checksum, software must adjust the packet checksum value to back out the
bytes that are not part of the true TCP checksum. When operating with the legacy Rx
descriptor, the RXCSUM.IPPCSE and the RXCSUM.PCSD should be cleared (the default
value).

For packets with VLAN header the packet checksum includes the header if VLAN
striping is not enabled by the CTRL.VME. If VLAN header strip is enabled, the packet
checksum and the starting offset of the packet checksum exclude the VLAN header.

Status Field (8-Bit, Offset 32)

Status information indicates whether the descriptor has been used and whether the
referenced buffer is the last one for the packet.

7 6 5 4 3 2 1 0o

| Rsvd | IPCS | TCPCS UDPCS | VP Rsvd EOP DD

Receive Status (RDESC.STATUS-0) Layout
Rsvd (bit 7) - Reserved

IPCS (bit 6) - IPv4 checksum calculated on packet
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7.1.3.4

Figure 25.

TCPCS (bit 5) - TCP checksum calculated on packet
UDPCS (bit 4) - UDP checksum calculated on packet
VP (bit 3) - Packet is 802.1g (matched VET)
Reserved (bit 2) - Reserved

EOP (bit 1) - End of packet

DD (bit 0) - Descriptor done

EOP: Packets that exceed the receive buffer size spans multiple receive buffers. EOP
indicates whether this is the last buffer for an incoming packet. DD indicates whether
hardware is done with the descriptor. When the DD bit is set along with EOP, the
received packet is completely in main memory. Software can determine buffer usage by
setting the status byte to zero before making the descriptor available to hardware, and
checking it for non-zero content at a later time. For multi-descriptor packets, packet
status is provided in the final descriptor of the packet (EOP set). If EOP is not set for a
descriptor, only the Address, Length, and DD bits are valid.

VP: The VP field indicates whether the incoming packet's type matches VET (for
example, if the packet is a VLAN (802.1q) type). It is set if the packet type matches
VET and CTRL.VME is set. For a further description of 802.1q VLANS, see section 7.5.

IPCS TCPCS UDPCS: These bit descriptions are listed in the following table:

TCPCS UDPCS IPCS Functionality

Ob Ob Ob Hardware does not provide checksum offload.

Hardware provides IPv4 checksum offload if IPCS active and TCP
1b Ob 1b/0b checksum offload. Pass/fail indication is provided in the Error field
- IPE and TCPE.

Hardware provides IPv4 checksum offload if IPCS active and UDP
1b 1b 1b/0b checksum offload. Pass/Fail indication is provided in the Error field
- IPE and TCPE.

IPv6 packets do not have the IPCS bit set, but might have the TCPCS bit set if the
82574 recognized the TCP or UDP packet.

Error Field (8-Bit, Offset 40)

Most error information appears only when the Store-Bad-Packet bit (RCTL.SBP) is set
and a bad packet is received. Figure 25 shows the definition of the possible errors and
their bit positions.

7 6 5 4 3 2 1 0

|RXE|IPE|TCPE|CXE|RSV|SEQ|SE|CE|

Receive Errors (RDESC.ERRORS) Layout
RXE (bit 7) - Rx data error

IPE (bit 6) - IPv4 checksum error
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7.1.3.5

7.1.4
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TCPE (bit 5) - TCP/UDP checksum error
CXE (bit 4) - Carrier extension error

Rsv (bit 3) - Reserved

SEQ (bit 2) - Sequence error

SE (bit 1) - Symbol error

CE (bit 0) - CRC error or alignment error

The IP and TCP checksum error bits are valid only when the IPv4 or TCP/UDP
checksum(s) is performed on the received packet as indicated via IPCS and TCPCS
previously mentioned. These, along with the other error bits, are valid only when the
EOP and DD bits are set in the descriptor.

Receive checksum errors have no effect on packet filtering.

If receive checksum offloading is disabled (RXCSUM.IPOFL and RXCSUM.TUOFL), the
IPE and TCPE bits are 0Ob.

The RXE bit indicates that a data error occurred during the packet reception that has
been detected by the PHY. This generally corresponds to signal errors occurring during
the packet reception. This bit is valid only when the EOP and DD bits are set and are
not set in descriptors unless RCTL.SBP (Store-Bad-Packets) is set.

CRC errors and alignment errors are both indicated via the CE bit. Software can
distinguish between these errors by monitoring the respective statistics registers.

VLAN Tag Field (16-Bit, Offset 48)

Hardware stores additional information in the receive descriptor for 802.1q packets. If
the packet type is 802.1q (determined when a packet matches VET and RCTL.VME =
1b), then the VLAN Tag field records the VLAN information and the four-byte VLAN
information is stripped from the packet data storage. Otherwise, the VLAN Tag field
contains 0x0000.

15 13 12 11 0

| PRI | CFI | VLAN

Extended Rx Descriptor

If the RFCTL.EXSTEN bit is set and RCTL.DTYP equals 00b, the 82574 uses the
extended Rx descriptor as follows:

Descriptor Read Format:

63 0

0 Buffer Address [63:0]

8 Reserved 0
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7.1.4.1 Buffer Address (64-Bit, Offset 0.0)

intel.

The field contains the physical address of the receive data buffer. The size of the buffer
is defined by the RCTL register (RCTL.BSIZE, RCTL.BSEX, RCTL.DTYP and RCTL.

FLXBUF fields).

7.1.4.2 DD (1-Bit, Offset 8.0)

This is the location of the DD bit in the Status field. The software device driver must
clear this bit before it handles the receive descriptor to the 82574. The software device
driver can use this bit field later on as a completion indication of the hardware.

Descriptor Write-Back Format:

63 48 47

31 20

19 0

V] RSS Hash

Packet Checksum

IP Identification

MRQ

8 VLAN Tag

Length

Extended Error

Extended Status

Note: Light-blue fields are mutually exclusive by RXCSUM.PCSD

7.1.4.3  MRQ Field (32-Bit, Offset 0.0)

Field Bit(s)

Description

RSS Type | 3:0 RSS Type

Indicates the type of hash function used for RSS computation (see below).

Reserved 7:4 Reserved

Indicates the receive queue associated with the packet. It is generated by the
Queue 12:8 redirection table as defined by the Multiple Receive Queues Enable field.

This field is reserved when Multiple Receive Queues are disabled.

Reserved 31:13 | Reserved

RSS Type Decoding:

The RSS Type field represents the hash type used by the RSS function.

Packet Type Description
0x0 No hash computation done for this packet.
0x1 IPv4 with TCP hash used (NdisTcpIPv4).
0x2 IPv4 hash used (NdisIPv4).
0x3 IPv6 with TCP hash used (NdisTcpIPv6).
0x4 IPv6 with extension header hash used (NdisIPvV6EX).
0x5 IPv6 hash used (NdisIPv6).
0x6-0xF Reserved
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7.1.4.6
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Packet Checksum (16-Bit, Offset 0.48)

For standard 802.3 packets (non-VLAN) the packet checksum is by default computed
over the entire packet from the first byte of the DA through the last byte of the CRC,
including the Ethernet and IP headers. Software can modify the starting offset for the
packet checksum calculation via the Receive Checksum Control register (RXCSUM).
This register is described in section 10.2.5.15. To verify the TCP/UDP checksum using
the packet checksum, software must adjust the packet checksum value to back out the
bytes that are not part of the true TCP checksum. Likewise, for fragmented UDP
packets, the Packet Checksum field can be used to accelerate UDP checksum
verification by the host processor. This operation is enabled by the RXCSUM.IPPCSE bit
as described in section 10.2.5.15.

For packets with VLAN header the packet checksum includes the header if VLAN
striping is not enabled by the CTRL.VME bit. If VLAN header strip is enabled, the packet
checksum and the starting offset of the packet checksum exclude the VLAN header.

This field is mutually exclusive with the RSS hash. It is enabled when the
RXCSUM.PCSD bit is cleared.

IP Identification (16-Bit, Offset 0.32)

This field stores the IP Identification field in the IP header of the incoming packet. The
software device driver should ignore this field when IPIDV is not set.

This field is mutually exclusive with the RSS hash. It is enabled when the
RXCSUM.PCSD bit is cleared.

RSS Hash (32-Bit, Offset 0.32)

This field is mutually exclusive with the IP identification and the packet checksum. It is
enabled when the RXCSUM.PCSD bit is set. This field contains the result of the
Microsoft* RSS hash function.

Extended Status (20-Bit, Offset 8.0)

9 8 7 6 5 4 3 2 1 )
| IPIDV | TST | Rsvd | IPCS | TCcPCS | UDPCS | VP | Rsvd | EOP | DD |
19 18 17 16 15 14 13 12 11 10
| PKTTYPE | ACK | Reserved | UDPV |

PKTTYPE (bits 19:16) - Packet type
ACK (bit 15) - ACK packet indication

Reserved (bits 14:11) - Reserved
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UDPV (bit 10) - Valid UDP XSUM

IPIDV (bit 9) - IP identification valid

TST (bit 8) - Time stamp taken

Rsvd (bit 7) - Reserved

IPCS (bit 6) IPv4 checksum calculated on packet - same as legacy descriptor.
TCPCS (bit 5) - TCP checksum calculated on packet - same as legacy descriptor.
UDPCS (bit 4) - UDP checksum calculated on packet.

VP (bit 3) - Packet is 802.1q (matched VET) - same as legacy descriptor.

Rsv (bit 2) - Reserved

EOP (bit 1) - End of packet - same as legacy descriptor.

DD (bit 0) - Descriptor done - same as legacy descriptor.

DD EOP IXSM VP UDPCS TCPCS IPCS: Same meaning as in the legacy receive
descriptor.

IPCS TCPCS UDPCS: The meaning of these bits is shown in the following table:

TCPCS UDPCS IPCS Functionality

0b 0b 1b/0b Hardware provides IPv4 checksum offload if IPCS active.

Hardware provides IPv4 checksum offload if IPCS active and TCP
1b Ob 1b/0b checksum offload. Pass/fail indication is provided in the Error field
- IPE and TCPE.

For IPv4 packets, hardware provides IP checksum offload if IPCS
active and fragmented UDP checksum offload. IP Pass/fail

Ob 1ib 1b/0b indication is provided in the IPE field. Fragmented UDP checksum
is provided in the packet checksum field if the RXCSUM.PCSD bit is
cleared.

Hardware provides IPv4 checksum offload if IPCS active and UDP
1b 1b 1b/0b checksum offload. Pass/fail indication is provided in the Error field

- IPE and TCPE.

Unsupported packet types do not have the IPCS or TCPCS bits set. IPv6 packets do not

have the IPCS bit set, but might have the TCPCS bit set if the 82574 recognized the
TCP or UDP packet.

IPIDV (bit 9): The IPIDV bit indicates that the incoming packet was identified as a
fragmented IPv4 packet. The IPID field contains a valid IP identification value if the
RXCSUM.PCSD is cleared.

UDPV (bit 10): The UDPV bit indicates that the incoming packet contains a valid (non-
zero value) checksum field in an incoming fragmented UDP IPv4 packet. It means that
the Packet Checksum field contains the UDP checksum as described in this section.
When this field is cleared in the first fragment that contains the UDP header, it means
that the packet does not contain a valid UDP checksum and the checksum field in the
Rx descriptor should be ignored. This field is always cleared in incoming fragments that
do not contain the UDP header.
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ACK (bit 15): The ACK bit indicates that the received packet was an ACK packet with
or without TCP payload depending on the RFCTL.ACKD_DIS bit.

PKTTYPE (bit 19:16): The PKTTYPE field defines the type of the packet that was
detected by the 82574. The 82574L tries to find the most complex match until the most
common one as shown in the following packet type table:

Packet Type Description
0x0 MAC, (VLAN/SNAP) payload
Ox1 MAC, (VLAN/SNAP) IPv4, payload
0x2 MAC, (VLAN/SNAP) IPv4, TCP/UDP, payload
0x3 MAC (VLAN/SNAP), IPv4, IPv6, payload
0x4 MAC (VLAN/SNAP), IPv4, IPv6, TCP/UDP, payload
0x5 MAC (VLAN/SNAP), IPv6, payload
0x6 MAC (VLAN/SNAP), IPv6,TCP/UDP, payload
0x7 MAC, (VLAN/SNAP), IPv4, TCP, ISCSI, payload
0x8 MAC, (VLAN/SNAP), IPv4, TCP/UDP, NFS, payload
0x9 MAC (VLAN/SNAP), IPv4, IPv6,TCP, ISCSI, payload
OxA MAC (VLAN/SNAP), IPv4, IPv6,TCP/UDP,NFS, payload
0xB MAC (VLAN/SNAP), IPv6,TCP, ISCSI, payload
0xC MAC (VLAN/SNAP), IPv6,TCP/UDP, NFS, payload
0xD Reserved
OxE PTP packet (TimeSync according to Ethertype)

— Payload does not mean raw data but can also be unsupported header.

— If there is an NFS/iSCSI header in the packets it can be seen in the packet type
field.

If the device is not configured to provide any offload that requires packet parsing, the
packet type field is set to Ob regardless of the actual packet type.

Extended Errors (12-Bit, Offset 8.20)

11 10 9 8 7 6 5 4 3 2 1 0

RXE IPE TCPE CXE Rsvd SEQ SE CE Rsvd Rsvd

RXE (bit 11) - Rx data error - Same as legacy descriptor.

IPE (bit 10) - IPv4 checksum error - Same as legacy descriptor.
TCPE (bit 9) - TCP/UDP checksum error - Same as legacy descriptor.
CXE (bit 8) - Carrier extension error - Same as legacy descriptor.
SEQ (bit 6) - Sequence error - Same as legacy descriptor.

SE (bit 5) - Symbol error - Same as legacy descriptor.
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7.1.4.8.1

Note:

CE (bit 4) - CRC error or alignment error - Same as legacy descriptor.
Reserved (bits 7, 3:0) - Reserved
RXE IPE TCPE CXE SEQ SE CE: Same as legacy descriptor.

Length (16-bit, offset 8.32): Same as the length field at offset 8.0 in the legacy
descriptor.

VLAN Tag (16-bit, offset 8.48): Same as legacy descriptor.

Receive UDP Fragmentation Checksum

The 82574L might provide receive fragmented UDP checksum offload. The following
setup should be made to enable this mode:

RXCSUM.PCSD bit should be cleared. The Packet Checksum and IP Identification fields
are mutually exclusive with the RSS hash. When the PCSD bit is cleared, Packet
Checksum and IP Identification are active.

RXCSUM.IPPCSE bit should be set. This field enables the IP payload checksum enable
that is designed for the fragmented UDP checksum.

RXCSUM.PCSS field must be zero. The packet checksum start should be zero to enable
auto start of the checksum calculation. See the following table for an exact description
of the checksum calculation.

The following table lists the outcome descriptor fields for the following incoming
packets types:

Incoming IP
Packet Type Packet Checksum Identification UDPV/IPIDV UDPCS/TCPCS
Unadjusted 16-bit ones
None IPv4 complement checksum of the
Packet entire packet (excluding VLAN Reserved 0b/0b 0b/0b
header)
Fragment :
IPv4 with TCP | Same as above Incoming IP 0b/1b 0b/0b
Identification
header
Non- Depend on transport
fragmented Same as above Reserved 0b/0b header and TUOFL
IPv4 packet field
Fragmented
IPv4 without The unadjusted 1's complement | Incoming IP 0b/1b 1b/0b
transport checksum of the IP payload Identification
header
1b if the UDP
fgegTv?trILt?JdDP Same as above Incoming IP header 1b/0b
h Identification checksum is
eader -
valid/1b

When the software device driver computes the 16-bit ones complement sum on the
incoming packets of the UDP fragments, it should expect a value of OxFFFF. See
section 7.1.10 for supported packet formats.
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Note:
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Packet Split Receive Descriptor

The 82574L uses the packet split feature when the RFCTL.EXSTEN bit is set and
RCTL.DTYP=01b. The software device driver must also program the buffer sizes in the
PSRCTL register.

Descriptor Read Format:

63 0
0 Buffer Address 0
8 Buffer Address 1 0
16 Buffer Address 2
24 Buffer Address 3

Buffer Addresses [3:0] (4 x 64 bit)

The physical address of each buffer is written in the Buffer Addresses fields. The sizes
of these buffers are statically defined by BSIZEO-BSIZE3 in the PSRCTL register.

Software Notes:
o All buffers' addresses in a packet split descriptor must be word aligned.

e Packet header can't span across buffers, therefore, the size of the first buffer must
be larger than any expected header size. Otherwise the packet will not be split.

o If software sets a buffer size to zero, all buffers following that one should be set to
zero as well. Pointers in the packet split receive descriptors to buffers with a zero
size should be set to any address, but not to NULL pointers. Hardware does not
write to this address.

e When configured to packet split and a given packet spans across two or more
packet split descriptors, the first buffer of any descriptor (other than the first one)
is not used.

DD (1-Bit, Offset 8.0)

The software device driver might use the DD bit from the Status field to determine
when a descriptor has been used. Therefore, the software device driver must ensure
that the Least Significant B (LSB) of Buffer Address 1 is zero. This should not be an
issue, since the buffers should be page aligned for the packet split feature to be useful.

Any software device driver that cannot align buffers should not be using this descriptor
format.
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Note:

7.1.5.3

7.1.5.4

Descriptor Write-Back Format:

63 48 47 32 31 20 ig 15 o
(1] RSS Hash MRQ
Packet Checksum IP Identification
8 VLAN Tag Length O Extended Error Extended Status
é Length 3 Length 2 Length 1 Header Status
i Reserved

Light-blue fields are mutually exclusive by RXCSUM.PCSD
MRQ - Same as extended Rx descriptor.
Packet Checksum, IP Identification, RSS Hash - Same as extended Rx descriptor.

Extended Status, Extended Errors, VLAN Tag - Same as extended Rx descriptor.

Length 0 (16-Bit, Offset 8.32), Length [3:1] (3- x 16-Bit, Offset 16.16)

Upon a packet reception, hardware stores the packet data in one or more of the
indicated buffers. Hardware writes in the Length field of each buffer the number of
bytes that were posted in the corresponding buffer. If no packet data is stored in a
given buffer, hardware writes Ob in the corresponding Length field. Length covers the
data written to receive buffer including CRC bytes (if any).

Software is responsible for checking the Length fields of all buffers for data that
hardware might have written to the corresponding buffers.

Header Status (16-Bit, Offset 16.0):

15 14 10 9 0

| HDRSP | Reserved HLEN (Header Length)

HDRSP (bit 15) - Headers were split
Reserved (bits 14:10) - Reserved
Header Length (bits 9:0) - Packet header length

HDRSP (bit 15): The HDRSP bit (when active) indicates that hardware split the
headers from the packet data for the packet contained in this descriptor. The following
table identifies the packets that are supported by header/data split functionality. In
addition, packets with a data portion smaller than 16 bytes are not guaranteed to be
split. If the device is not configured to provide any offload that requires packet parsing,
the HDRSP bit is set to 0b' even if packet split was enabled. Non-split packets are
stored linearly in the buffers of the receive descriptor.
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HLEN (bit 9:0): The HLEN field indicates the header length in byte count that was
analyzed by the 82574. The 82574L posts the first HLEN bytes of the incoming packet
to buffer zero of the Rx descriptor.

Packet types supported by the packet split: The 82574L provides header split for
the packet types listed in the following table. Other packet types are posted
sequentially in the buffers of the packet split receive buffers.

Packet e .
Type Description Header Split

0x0 MAC, (VLAN/SNAP), payload No.

Ox1 MAC, (VLAN/SNAP), IPv4, payload Split header after L3 if fragmented packets.
Split header after L4 if not fragmented,

0x2 MAC, (VLAN/SNAP), IPv4, TCP/UDP, payload otherwise treat as packet type 1.
Split header after L3 if either IPv4 or IPv6

0x3 MAC (VLAN/SNAP), IPv4, IPv6, payload indicates a fragmented packet.
Split header after L4 if IPv4 not fragmented
and if IPv6 does not include fragment

0x4 MAC (VLAN/SNAP), IPv4, IPv6,TCP/UDP, payload extension header, otherwise treat as packet
type 3.

0x5 MAC (VLAN/SNAP), IPv6, payload Split header after L3 if fragmented packets.
Split header after L4 if IPv6 does not include

0x6 MAC (VLAN/SNAP), IPv6,TCP/UDP, payload fragment extension header, otherwise treat
as packet type 5.
Split header after L5 if not fragmented,

0x7 MAC, (VLAN/SNAP) IPv4, TCP, ISCSI, payload otherwise treat as packet type 1.
Split header after L5 if not fragmented,

0x8 MAC, (VLAN/SNAP) IPv4, TCP/UDP, NFS, payload otherwise treat as packet type 1.
Split header after L5 if IPv4 not fragmented
and if IPv6 does not include fragment

0x9 MAC (VLAN/SNAP), IPv4, IPv6, TCP, ISCSI, payload extension header, otherwise treat as packet
type 3.
Split header after L5 if IPv4 not fragmented

OxA MAC (VLAN/SNAP), IPv4, IPv6, TCP/UDP,NFS, and if IPv6 does not include fragment

payload extension header, otherwise treat as packet

type 3.
Split header after L5 if IPv6 does not include

0xB MAC (VLAN/SNAP), IPv6, TCP, ISCSI, payload fragment extension header, otherwise treat
as packet type 5.
Split header after L5 if IPv6 does not include

0oxC MAC (VLAN/SNAP), IPv6, TCP/UDP, NFS, payload fragment extension header, otherwise treat
as packet type 5.

0oxD Reserved

OxE PTP packet (TimeSync according to Ethertype) No.

A header of a fragmented IPv6 packet is defined until the fragmented extension header.

If the device is not configured to provide any offload that requires packet parsing, the
packet type field is set to Ob regardless of the actual packet type. When packet split is
enabled, the packet type field is always valid.
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7.1.6

Note:

7.1.7

7.1.7.1

Receive Descriptor Fetching

The fetching algorithm attempts to make the best use of PCle bandwidth by fetching a
cache-line (or more) descriptor with each burst. The following paragraphs briefly
describe the descriptor fetch algorithm and the software control provided.

When the on-chip buffer is empty, a fetch happens as soon as any descriptors are made
available (host writes to the tail pointer). When the on-chip buffer is nearly empty
(RXDCTL.PTHRESH), a prefetch is performed each time enough valid descriptors
(RXDCTL.HTHRESH) are available in host memory and no other PCle activity of greater
priority is pending (descriptor fetches and write backs or packet data transfers).

When the number of descriptors in host memory is greater than the available on-chip
descriptor storage, the chip might elect to perform a fetch that is not a multiple of
cache line size. The hardware performs this non-aligned fetch if doing so results in the
next descriptor fetch being aligned on a cache line boundary. This enables the
descriptor fetch mechanism to be most efficient in the cases where it has fallen behind
software.

The 82574L NEVER fetches descriptors beyond the descriptor tail pointer.

Receive Descriptor Write Back

Processors have cache line sizes that are larger than the receive descriptor size (16
bytes). Consequently, writing back descriptor information for each received packet can
cause expensive partial cache line updates. Two mechanisms minimize the occurrence
of partial line write backs:

e Receive descriptor packing
e Null descriptor padding

The following sections explain these mechanisms.

Receive Descriptor Packing

To maximize memory efficiency, receive descriptors are packed together and written as
a cache line whenever possible. Descriptors accumulate and are opportunistically
written out in cache line-oriented chunks. Used descriptors are also explicitly written
out under the following scenarios:

e RXDCTL.WTHRESH descriptors have been used (the specified maximum threshold
of unwritten used descriptors has been reached)

e The last descriptors of the allocated descriptor ring have been used (to enable
hardware to re-align to the descriptor ring start)

e A receive timer expires (RADV or RDTR)
e Explicit software flush (RDTR.FPD)

When the number of descriptors specified by RXDCTL.WTHRESH have been used, they
are written back, regardless of cache line alignment. It is therefore recommended that
WTHRESH be a multiple of cache line size. When a receive timer (RADV or RDTR)
expires, all used descriptors are forced to be written back prior to initiating the
interrupt, for consistency. Software might explicitly flush accumulated descriptors by
writing the RDTR register with the high order bit (FPD) set.
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7.1.7.2

Note:

7.1.8

Figure 26.
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Null Descriptor Padding

Hardware stores no data in descriptors with a null data address. Software can make
use of this property to cause the first condition under receive descriptor packing to
occur early. Hardware writes back null descriptors with the DD bit set in the status byte
and all other bits unchanged.

Null descriptor padding is not supported for packet split descriptors.

Receive Descriptor Queue Structure

Figure 26 shows the structure of the two receive descriptor rings. Hardware maintains
two circular queues of descriptors and writes back used descriptors just prior to
advancing the head pointer(s). Head and tail pointers wrap back to base when size
descriptors have been processed.

Circular Buffer Queues

Base ﬂ

lg=—=Head \

Receive

Queue

| —Tail _/

Base + Size

N

Receive Descriptor Ring Structure

Software adds receive descriptors by advancing the tail pointer(s) to refer to the
address of the entry just beyond the last valid descriptor. This is accomplished by
writing the descriptor tail register(s) with the offset of the entry beyond the last valid
descriptor. The hardware adjusts its internal tail pointer(s) accordingly. As packets
arrive, they are stored in memory and the head pointer(s) is incremented by hardware.
When the head pointer(s) is equal to the tail pointer(s), the queue(s) is empty.
Hardware stops storing packets in system memory until software advances the tail
pointer(s), making more receive buffers available.
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The receive descriptor head and tail pointers reference 16-byte blocks of memory.
Shaded boxes in the figure represent descriptors that have stored incoming packets but
have not yet been recognized by software. Software can determine if a receive buffer is
valid by reading descriptors in memory rather than by I/O reads. Any descriptor with a
non-zero status byte has been processed by the hardware, and is ready to be handled
by the software.

Note: When configured to work as a packet split feature, the descriptor tail needs to be
increment by software by two for every descriptor ready in memory (as the packet split
descriptors are 32 bytes while regular descriptors are 16 bytes).

Note: The head pointer points to the next descriptor that will be written back. At the
completion of the descriptor write-back operation, this pointer is incremented by the
number of descriptors written back. Hardware OWNS all descriptors between [head...
tail]. Any descriptor not in this range is owned by software.

The receive descriptor rings are described by the following registers:
e Receive Descriptor Base Address registers (RDBAO, RDBA1)

— This register indicates the start of the descriptor ring buffer; this 64-bit address
is aligned on a 16-byte boundary and is stored in two consecutive 32-bit
registers. Hardware ignores the lower 4 bits.

¢ Receive Descriptor Length registers (RDLENO, RDLEN1)

— This register determines the number of bytes allocated to the circular buffer.
This value must be a multiple of 128 (the maximum cache line size). Since each
descriptor is 16 bytes in length, the total number of receive descriptors is
always a multiple of 8.

e Receive Descriptor Head registers (RDHO, RDH1)

— This register holds a value that is an offset from the base, and indicates the in-
progress descriptor. There can be up to 64 KB descriptors in the circular buffer.
Hardware maintains a shadow copy that includes those descriptors completed
but not yet stored in memory.

e Receive Descriptor Tail registers (RDTO, RDT1)

— This register holds a value that is an offset from the base, and identifies the
location beyond the last descriptor hardware can process. This is the location
where software writes the first new descriptor.

If software statically allocates buffers, and uses memory read to check for completed
descriptors, it simply has to zero the status byte in the descriptor to make it ready for
reuse by hardware. This is not a hardware requirement (moving the hardware tail
pointer(s) is), but is necessary for performing an in-memory scan.
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Receive Interrupts

The following indicates the presence of new packets:
e Receive Timer (ICR.RXTO) due to packet delay timer (RDTR)

A predetermined amount of time has elapsed since the last packet was received and
transferred to host memory. Every time a new packet is received and transferred to the
host memory, the timer is re-initialized to the predetermined value. The timer then
counts down and triggers an interrupt if no new packet is received and transferred to
host memory completely before the timer expires. Software can set the timer value to
zero if it needs to be notified immediately (no interval delay) whenever a new packet
has been stored in memory.

Writing the absolute timer with its high order bit set to 1b forces an explicit flush of any
partial cache lines worth of consumed descriptors. Hardware writes all used descriptors
to memory and updates the globally visible value of the RXDH head pointer(s).

This timer is re-initialized when an interrupt is generated and restarts when a new
packet is observed. It stays disabled until a new packet is received and transferred to
the host memory. The packet delay timer is also re-initialized when an interrupt occurs
due to an absolute timer expiration or small packet-detection interrupt.

e Receive Timer (ICR.RXTO) due to absolute timer (RADV)

A predetermined amount of time has elapsed since the first packet received after the
hardware timer was written (specifically, after the last packet data byte was written to
memory).

This timer is re-initialized when an interrupt is generated and restarts when a new
packet is observed. It stays disabled until a new packet is received and transferred to
the host memory. The absolute delay timer is also re-initialized when an interrupt
occurs due to a packet timer expiration or small packet-detection interrupt.

The absolute timer and the packet delay timer can be used together. The following
table lists the conditions when the absolute timer and the packet delay timer are
initialized, disabled and when they start counting. The timer is always disabled if the
value of the RDTR = 0Ob.

Interrupt When Starts

Timers

Counting

When Re-initialized

When Disabled

Absolute delay

Timer inactive and
receive packet

On expiration

Packet delay
timer

receive packet
transferred to host
memory.

New packet received and
transferred to host memory

timer transferred to host At start !Due to other receive
memory. interrupt.
Timer inactive and At start On expiration

Due to other receive
interrupt.

Figure 27 further clarifies the packet timer operation.
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packet received & xferred
to host mem
tion: Re-initialized

Initial State
DISABLED

other receive interrupts

packet received & xfer to

Action - Re-initialize

Timer expires

Figure 27. Packet Delay Timer Operation (With State Diagram)

Figure 28 shows how the packet timer and absolute timer can be used together
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Case A Using only an absolute timer

A bsolute Timer Walue

A
h 4

Interrupt generated due to PKT #1

}> PRT#1 | PKT#2 [ PKT #3 PKT #4

Case B Using an absolute time in conjunction with the Packet timer

A bsolute Timer Yalue

- >
-t >

A bsolute Timer value

-~ »
-
}—F‘KTiﬂ — PKT#2 —— PKT#3 /J| PKT #1 [ — PKT # —— PKT #56 [— — —

1) Packettimer expires Interrupt generalted (due to PKT #4)

2y Intemrupt generated as absolute timer expires.

3) Absolute timer reset Packet delay timer disabled untill

next packetis received and
transferred to host memory

Case C. Packet timer expinng while a packet is transferred to host memonry.
lustrates that packet timer is re-started only after a packet is transferred to host memaory.

A bsolute Timer Yalue

. »
A bsolute Timer value
-~ ] »
-~
}—F’KTiﬂ — PKT#2 —— PKT#3 PKT #1 [ — PKT # —— PKT#6 — — —
/

1) Packettimer expires Interrupt generalted (due to PKT #4)
2) Interrupt generated as absolute timer expires
3) Absolute timer reset Packet delay timer disabled untill

next packetis received and
fransferred to host memory

Figure 28. Packet and Absolute Timers
e Small Receive Packet Detect (ICR.SRPD)

— A receive interrupt is asserted when small-packet detection is enabled (RSRPD
is set with a non-zero value) and a packet of (size < RSRPD.SIZE) has been
transferred into the host memory. When comparing the size the headers and
CRC are included (if CRC stripping is not enabled). CRC and VLAN headers are
not included if they have been stripped. A receive timer interrupt cause
(ICR.RXTO) will also be noted when the small packet-detect interrupt occurs.

e Receive ACK frame interrupt is asserted when a frame is detected to be an ACK
frame. Detection of ACK frames are masked through the IMS register. When a
frame is detected as an ACK frame an interrupt is asserted after the
RAID.ACK_DELAY timer had expired and the ACK frames interrupts were not
masked in the IMS register.

Note: The ACK frame detect feature is only active when configured to packet split
(RCTL.DTYP=01b) or the extended status feature is enabled (RFCTL.EXSTEN is set).
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7.1.10

Receive interrupts can also be generated for the following events:
e Receive Descriptor Minimum Threshold (ICR.RXDMT)

— The minimum descriptor threshold helps avoid descriptor under-run by
generating an interrupt when the number of free descriptors becomes equal to
the minimum. It is measured as a fraction of the receive descriptor ring size.
This interrupt would stop and re-initialize the entire active delayed receives
interrupt timers until a new packet is observed.

e Receiver FIFO Overrun (ICR.RXO)

— FIFO overrun occurs when hardware attempts to write a byte to a full FIFO. An
overrun could indicate that software has not updated the tail pointer(s) to
provide enough descriptors/buffers, or that the PCle bus is too slow draining
the receive FIFO. Incoming packets that overrun the FIFO are dropped and do
not affect future packet reception. This interrupt would stop and re-initialize the
entire active delayed receives interrupts.

Receive Packet Checksum Offloading

The 82574L supports the offloading of three receive checksum calculations: the packet
checksum, the IPv4 header checksum, and the TCP/UDP checksum.

The packet checksum is the one's complement over the receive packet, starting from
the byte indicated by RXCSUM.PCSS (zero corresponds to the first byte of the packet),
after stripping. For packets with VLAN header the packet checksum includes the header
if VLAN striping is not enabled by the CTRL.VME. If VLAN header strip is enabled, the
packet checksum and the starting offset of the packet checksum exclude the VLAN
header due to masking of VLAN header. For example, for an Ethernet II frame
encapsulated as an 802.3ac VLAN packet and CTRL.VME is set and with RXCSUM.PCSS
set to 14, the packet checksum would include the entire encapsulated frame, excluding
the 14-byte Ethernet header (DA, SA, Type/Length) and the 4-byte g-tag. The packet
checksum does not include the Ethernet CRC if the RCTL.SECRC bit is set.

Software must make the required offsetting computation (to back out the bytes that
should not have been included and to include the pseudo-header) prior to comparing
the packet checksum against the TCP checksum stored in the packet.

For supported packet/frame types, the entire checksum calculation can be offloaded to
the 82574. If RXCSUM.IPOFLD is set to 1b, the 82574 calculates the IPv4 checksum
and indicates a pass/fail indication to software via the IPv4 Checksum Error bit
(RDESC.IPE) in the Error field of the receive descriptor. Similarly, if RXCSUM.TUOFLD is
set to 1b, the 82574 calculates the TCP or UDP checksum and indicates a pass/fail
condition to software via the TCP/UDP Checksum Error bit (RDESC.TCPE). These error
bits are valid when the respective status bits indicate the checksum was calculated for
the packet (RDESC.IPCS and RDESC.TCPCS respectively). Similarly, if RFCTL.Ipv6_DIS
and RFCTL.IP6Xsum_DIS are cleared to Ob and RXCSUM.TUOFLD is set to 1b, the
82574 calculates the TCP or UDP checksum for IPv6 packets. It then indicates a pass/
fail condition in the TCP/UDP Checksum Error bit (RDESC.TCPE).

If neither RXCSUM.IPOFLD nor RXCSUM.TUOFLD are set, the Checksum Error bits (IPE
and TCPE) are 0b for all packets.

Supported frame types:
e Ethernet II
e Ethernet SNAP
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HW IP Checksum HW TCP/UDP Checksum
Packet Type Calculation Calculation

IPv4 packets Yes Yes
IPv6 packets No (n/a) Yes
IPv6 packet with next header options:
Hop-by-Hop options No (n/a) Yes
Destinations options No (n/a) Yes
Routing (with len 0) No (n/a) Yes
Routing (with len >0) No (n/a) No
Fragment No (n/a) No
Home option No (n/a) No
IPv4 tunnels:

IPv4 packet in an IPv4 tunnel No No

IPv6 packet in an IPv4 tunnel Yes (IPv4) Yes!
IPv6 tunnels:

IPv4 packet in an IPv6 tunnel No No

IPv6 packet in an IPv6 tunnel No No
Packet is an IPv4 fragment Yes No
Packet is greater than 1552 bytes;
(LPE=1b) Yes Yes
Packet has 802.3ac tag Yes Yes
IPv4 Packet has IP options Yes Yes
(IP header is longer than 20 bytes)
Packet has TCP or UDP options Yes Yes
IP header’s protocol field contains a Yes No
protocol # other than TCP or UDP.

1. The IPv6 header portion can include supported extension headers as described in the IPv6 filter section.

Supported Receive Checksum Capabilities

The previous table lists the general details about what packets are processed. In more
detail, the packets are passed through a series of filters to determine if a receive
checksum is calculated:

MAC Address Filter

This filter checks the MAC destination address to be sure it is valid (such as, IA match,
broadcast, multicast, etc.). The receive configuration settings determine which MAC
addresses are accepted. See the various receive control configuration registers such as
RCTL (RTCL.UPE, RCTL.MPE, RCTL.BAM), MTA, RAL, and RAH.

SNAP/VLAN Filter

This filter checks the next headers looking for an IP header. It is capable of decoding
Ethernet II, Ethernet SNAP, and IEEE 802.3ac headers. It skips past any of these
intermediate headers and looks for the IP header. The receive configuration settings
determine which next headers are accepted. See the various receive control
configuration registers such as RCTL (RCTL.VFE), VET, and VFTA.
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7.1.10.3

7.1.10.4

7.1.10.5

7.1.11

IPv4 Filter

This filter checks for valid IPv4 headers. The version field is checked for a correct value

(4).

IPv4 headers are accepted if they are any size greater than or equal to 5 (Dwords). If
the IPv4 header is properly decoded, the IP checksum is checked for validity. The
RXCSUM.IPOFL bit must be set for this filter to pass.

IPv6 Filter

This filter checks for valid IPv6 headers, which are a fixed size and have no checksum.
The IPv6 extension headers accepted are: hop-by-hop, destination options, and
routing. The maximum size next header accepted is 16 Dwords (64 bytes).

All of the IPv6 extension headers supported by the 82574 have the same header
structure:

ByteO Bytel Byte2 Byte3

NEXT HEADER HDR EXT LEN

NEXT HEADER is a value that identifies the header type. The supported IPv6 next
headers values are:

e Hop-by-hop = 0x00
e Destination options = 0x3C
¢ Routing = 0x2B

HDR EXT LEN is the 8-byte count of the header length, not including the first 8 bytes.
For example, a value of three means that the total header size including the NEXT
HEADER and HDR EXT LEN fields is 32 bytes (8 + 3*8).

The RFCTL.Ipv6_DIS bit must be cleared for this filter to pass.

UDP/TCP Filter

This filter checks for a valid UDP or TCP header. The prototype next header values are
0x11 and 0x06, respectively. The RXCSUM.TUOFL bit must be set for this filter to pass.

Multiple Receive Queues and Receive-Side Scaling (RSS)

The 82574L provides two hardware receive queues and filters each receive packet into
one of the queues based on criteria that is described as follows. Classification of
packets into receive queues have several uses, such as:

e Receive Side Scaling (RSS)
e Generic multiple receive queues
e Priority receive queues.
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However, RSS is the only usage that is described specifically. Other uses should make
use of the available hardware.

Multiple receive queues are enabled when the RXCSUM.PCSD bit is set (packet
checksum is disabled) and the Multiple Receive Queues Enable bits are not 00b.
Multiple receive queues are therefore mutually exclusive with UDP fragmentation, and
is unsupported when using legacy receive descriptor format; multiple receive queue
status is not reported in the receive packet descriptor, and the interrupt mechanism
bypasses the interrupt scheme described in section 7.1.11. Instead, a receive packet is
issued directly to the interrupt logic.

When multiple receive queues are enabled, the 82574 provides software with several
types of information. Some are requirements of Microsoft* RSS while others are
provided for software device driver assistance:

e A Dword result of the Microsoft* RSS hash function, to be used by the stack for
flow classification, is written into the receive packet descriptor (required by
Microsoft* RSS).

e A 4-bit RSS Type field conveys the hash function used for the specific packet
(required by Microsoft* RSS).

e A mechanism to issue an interrupt to one or more CPUs (section 7.1.11).

Figure 29 shows the process of classifying a packet into a receive queue:

1. The receive packet is parsed into the header fields used by the hash operation
(such as, IP addresses, TCP port, etc.).

2. A hash calculation is performed. The 82574L supports a single hash function, as
defined by Microsoft* RSS. The 82574L therefore does not indicate to the software
device driver which hash function is used. The 32-bit result is fed into the packet
receive descriptor.

3. The seven LSBs of the hash result are used as an index into a 128-entries
redirection table. Each entry in the table contains a 5-bit CPU number. This 5-bit
value is fed into the packet receive descriptor. In addition, each entry provides a
single bit queue number, which denotes that queue into which the packet is routed.

When multiple requests queues are disabled, packets enter hardware queue 0. System
software might enable or disable RSS at any time. While disabled, system software
might update the contents of any of the RSS-related registers.

When multiple request queues are enabled in RSS mode, undecodable packets enter
hardware queue 0. The 32-bit tag (normally a result of the hash function) equals zero.
The 5-bit MRQ field equals zero as well.
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Figure 29. RSS Block Diagram

7.1.11.1 RSS Hash Function

The 82574L's hash function follows Microsoft’s* definition. A single hash function is
defined with five variations for the following cases:

e TcpIPv4 - The 82574L parses the packet to identify an IPv4 packet containing a TCP
segment per the following criteria. If the packet is not an IPv4 packet containing a
TCP segment, receive-side-scaling is not done for the packet.

e IPv4 - The 82574L parses the packet to identify an IPv4 packet. If the packet is not
an IPv4 packet, receive-side-scaling is not done for the packet.

e TcpIPv6 - The 82574L parses the packet to identify an IPv6 packet containing a TCP
segment per the following criteria. If the packet is not an IPv6 packet containing a
TCP segment, receive-side-scaling is not done for the packet. Extension headers
should be parsed for a Home-Address-Option field (for source address) or the
Routing-Header-Type-2 field (for destination address).
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e IPV6EX - The 82574L parses the packet to identify an IPv6 packet. Extension
headers should be parsed for a Home-Address-Option field (for source address) or
the Routing-Header-Type-2 field (for destination address). Note that the packet is
not required to contain any of these extension headers to be hashed by this
function. If the packet is not an IPv6 packet, receive-side-scaling is not done for
the packet.

e IPv6 - The 82574L parses the packet to identify an IPv6 packet. If the packet is not
an IPv6 packet, receive-side-scaling is not done for the packet.
Two configuration bits impact the choice of the hash function as previously described:

e IPv6_EXDIS bit in Receive Filter Control (RFCTL) register: When set, if an IPv6
packet includes extension headers, then the TcpIPv6 and IPv6Ex functions are not
used.

e NEW_IPV6_EXT_DIS bit in Receive Filter Control (RFCTL) register: When set, if an
IPv6 packet includes either a Home-Address-Option or a Routing-Header-Type-2,
then the TcpIPv6 and IPV6EX functions are not used.

A packet is identified as containing a TCP segment if all of the following conditions are
met:
e The transport layer protocol is TCP (not UDP, ICMP, IGMP, etc.).

e The TCP segment can be parsed (such as, IP parsed options, packet not
encrypted).

e The packet is not fragmented (even if the fragment contains a complete TCP
header).

Bits[31:16] of the Multiple Receive Queues Command register enable each of the hash
function variations (several can be set at a given time). If several functions are enabled
at the same time, priority is defined as follows (skip functions that are not enabled):
IPv4 packet:

1. Try using the TcpIPv4 function. If does not meet the requirements, try 2.

2. Try using the IPv4 function.

IPv6 packet:
1. Try using the TcpIPv6 function. If does not meet the requirements, try 2.
2. Try using the IPv6EXx function. If does not meet the requirements, try 3.
3. Try using the IPv6 function.
The following combinations are currently supported. Other combinations might be
supported in future products.
IPv4 hash types:
e Sla - TcpIPv4 is enabled as defined above, or

e S1b - Both TcpIPv4 and IPv4 are enabled - the packet is first parsed according to
TcpIPv4 rules. If not identified as a TcpIPv4 packet, it is then parsed as an IPv4
packet.
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IPv6 hash types:

e S2a - TcpIPv6 is enabled as defined above, or

e S2b - TcpIPv6, IPV6EX, and IPv6 are enabled - the packet is first parsed according
to TcpIPv6 rules. If not identified as a TcpIPv6 packet, it is then parsed as an
IPv6EX packet. If the 82574 cannot parse extensions headers (such as an
unidentified extension in the packet), then the packet is parsed as IPv6.

When a packet cannot be parsed by the above rules, it enters hardware queue 0. The
32-bit tag (normally a result of the hash function) equals zero. The 5-bit MRQ field
equals zero as well.

The 32-bit result of the hash computation is written into the packet descriptor and also
provides an index into the redirection table.
The following notation is used to describe the hash functions below:

e Ordering is little endian in both bytes and bits. For example, the IP address
161.142.100.80 translates into 0xal18e6450 in the signature.

e A" N " denotes bit-wise XOR operation of same-width vectors.

e @x-y denotes bytes x through y (including both of them) of the incoming packet,
where byte 0 is the first byte of the IP header. In other words, we consider all byte-
offsets as offsets into a packet where the framing layer header has been stripped
out. Therefore, the source IPv4 address is referred to as @12-15, while the
destination v4 address is referred to as @16-19.

e @x-y, @v-w denotes concatenation of bytes x-y, followed by bytes v-w, preserving
the order in which they occurred in the packet.

All hash function variations (IPv4 and IPv6) follow the same general structure. Specific
details for each variation are described in the following section. The hash uses a
random secret key of length 320 bits (40 bytes); the key is generated through the RSS
Random Key (RSSRK) register.

The algorithm works by examining each bit of the hash input from left to right. Our
nomenclature defines left and right for a byte-array as follows: Given an array K with k
bytes, our nomenclature assumes that the array is laid out as follows:

K[0] K[1] K[2] ... K[k-1]

K[0] is the left-most byte, and the MSB of K[0] is the left-most bit. K[k-1] is the right-
most byte, and the LSB of K[k-1] is the right-most bit.

ComputeHash (input[], N)

For hash-input input[] of length N bytes (8N bits) and a random secret key K of 320
bits

Result = 0;

For each bit b in input[] {

if (b == 1) then Result "= (left-most 32 bits of K);
shift K left 1 bit position;

b

return Result;
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7.1.11.1.1

7.1.11.1.2

7.1.11.1.3

7.1.11.1.4

7.1.11.2
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The following four pseudo-code examples are intended to help clarify exactly how the
hash is to be performed in four cases, IPv4 with and without ability to parse the TCP
header, and IPv6 with an without a TCP header.

Hash for IPv4 with TCP
Concatenate SourceAddress, DestinationAddress, SourcePort, DestinationPort into
one single byte-array, preserving the order in which they occurred in the packet:

Input[12] = @12-15, @16-19, @20-21, @22-23.

Result = ComputeHash (Input, 12);

Hash for IPv4 without TCP

Concatenate SourceAddress and DestinationAddress into one single byte-array
Input[8] = @12-15, @16-19

Result = ComputeHash (Input, 8)

Hash for IPv6 with TCP

Similar to above:

Input[36] = @8-23, @24-39, @40-41, @42-43

Result = ComputeHash (Input, 36)

Hash for IPv6 without TCP
Input[32] = @8-23, @24-39

Result = ComputeHash (Input, 32)

Redirection Table

The redirection table is a 128-entry structure, indexed by the seven LSBs of the hash
function output. Each entry of the table contains the following:

e Bit [7] - Queue index
e Bits [6:0] - Reserved

The queue index determined the physical queue for the packet.

The contents of the redirection table are not defined following reset of the Memory
Configuration registers. System software must initialize the table prior to enabling
multiple receive queues. It might also update the redirection table during run time.
Such updates of the table are not synchronized with the arrival time of received
packets. Therefore, it is not guaranteed that a table update takes effect on a specific
packet boundary.
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7.1.11.3

7.2

7.2.1

RSS Verification Suite

Assume that the random key byte-stream is:

Ox6d, 0Ox5a, 0x56, Oxda, 0x25, 0x5b, 0x0Oe, 0Oxc2,

Ox41, 0Ox67, 0x25, 0x3d, 0x43, 0xa3, 0x8f, 0xbo,

0xd0, Oxca, 0x2b, Oxcb, Oxae, 0x7b, 0x30, O0xb4,

0x77, Oxcb, 0x2d, Oxa3, 0x80, 0x30, 0xf2, 0xO0c,

Ox6a, 0x42, 0xb7, 0x3b, Oxbe, Oxac, 0x01, Oxfa

IPv4

Destlnatl::ré\ddress/ Source Address/Port IPv4 Only IPv4 with TCP

161.142.100.80:1766 66.9.149.187:2794 0x323e8fc2 0x51ccc178
65.69.140.83:4739 199.92.111.2:14230 0xd718262a 0xc626b0ea
12.22.207.184:38024 24.19.198.95:12898 0Oxd2d0a5de 0x5c2b394a
209.142.163.6:2217 38.27.205.30:48228 0x82989176 Oxafc7327f
202.188.127.2:1303 153.39.163.191:44251 0x5d1809c5 0x10e828a2

IPv6 - The IPv6 address tuples are only for verification purposes, and might not make

sense as a tuple).

Destination Address/Port Source Address/Port IPv6 Only IPV.I?C‘gith
3ffe:2501:200:3::1 (1766) 3ffe:2501:200: 1fff::7 (2794) 0x2cc18cd5 | 0x40207d3d
ff02::1 (4739) (35‘32:38)1:8: :260:97ff:fe40:efab 0x0f0c461c | Oxdde51bbf
fe80::200:f8ff:fe21:67cf (38024) (3";2‘32:;%)0:4545:3:2°°:f8ff:f‘321:57d 0x4b61€985 | 0x02d1feef

Packet Transmission

Transmit Functionality

The 82574L transmit flow is a descriptor-based transmit where the hardware gets the
per-packet details for the transmit tasks through descriptors created by software.

This section outlines the transmit structures and process along with features and
offloads supported by the 82574.
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7.2.2 Transmission Flow Using Simplified Legacy Descriptors

Software defines a descriptor ring and configures the 82574's transmit queue with the address
1 location, length, head, and tail pointers of the ring. This step is executed once per Tx descriptor ring.
See section 7.2.4 for more details on the descriptor ring structure.

2 Software prepares the packet headers and data for the transmit within one or more data buffers.

Software prepares Tx descriptors according to the number of data buffers that are used. Each
descriptor points to a different data buffer and holds the required hardware processing. See

3 section 7.2.10 for more details on the descriptor format. The software places the descriptors in the
correct location in the Tx descriptor ring.

a Software updates the transmit descriptor tail pointer (TDT) to indicate the hardware that Tx
descriptors are ready.

5 Hardware senses a change of the TDT and initiates a PCle request to fetch the descriptors from host
memory.

6 The descriptors’ content is received in a PCle read completion and is written to the appropriate
location in the descriptor queue.
According to the descriptors content the corresponding memory data buffers are then fetched from

7 the host to the hardware on-chip transmit FIFO.

While the packet is passing through the DMA and MAC units, relevant off load functions are
incorporated according to the commands in the descriptors.

10 After the entire packet is fetched by the hardware it is transmitted to the Ethernet link.

After a DMA of each buffer is complete, if the RS bit in the command byte is set, the DMA updates the
11 Status field of the appropriate descriptor and writes back the descriptor to the descriptor ring in host
memory.

The hardware moves the transmit descriptor head pointer (TDH) in the direction of the tail to point to

12 the next descriptor in the ring.
13 After the entire packet is fetched by the hardware an interrupt might be generated by the hardware to
notify the software device driver that it can release the relevant buffers to the operating system.
7.2.3 Transmission Process Flow Using Extended Descriptors

The 82574L supports extended Tx descriptors that provide more offload capabilities.
The extended offload capabilities are indicated to the hardware by two types of
descriptors: context descriptors and data descriptors. The context descriptors define a
set of offload capabilities applicable for multiple packets while the data descriptors
define the data buffers and specific off load capabilities per packet.

The software/hardware flow while using the extended descriptors is as follows:

e Software prepares the context descriptor that defines the offload capabilities for
the incoming packets.

e Software prepares the data packets in host memory within one or more data
buffers and their descriptors.

o All steps are the same as the legacy Tx descriptors as previously described
(starting at step number 4) while the data buffers belong to a single packet.
The software/hardware flow for TCP segmentation using the extended descriptors is as
follows:

e Software prepares the context descriptor that defines the upcoming TCP
segmentation, In this case, the data buffers belong to multiple packets.

e Software places a prototype header in host memory and indicates it to the
hardware by a data descriptor.
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e Software places the rest of the data to be transmitted in the host memory indicated
to the hardware by additional data descriptors.

e Hardware splits the data into multiple packets according to the Maximum Segment
Size (MSS) defined in the context descriptor. Hardware uses the prototype header
for each packet while it auto-updates some of the fields in the IP and TCP headers.
See more details in section 7.3.6.2.

e For each packet, the proceeding steps are the same as the legacy Tx descriptors as
previously described (starting at step number 4).

7.2.4 Transmit Descriptor Ring Structure

The transmit descriptor ring is described by the following registers:
e Transmit Descriptor Base Address register (TDBA)

— This register indicates the start address of the descriptor ring buffer in the host
memory; this 64-bit address is aligned on a 16-byte boundary and is stored in
two consecutive 32-bit registers. Hardware ignores the lower four bits.

e Transmit Descriptor Length register (TDLEN)

— This register determines the number of bytes allocated to the circular ring. This
value must be aligned to 128 bytes.

e Transmit Descriptor Head register (TDH)

— This register holds an index value that indicates the in-progress descriptor.
There can be up to 64 KB descriptors in the circular buffer. Reading this register
returns the value of head corresponding to descriptors already loaded in the
transmit FIFO.

e Transmit Descriptor Tail register (TDT)

— This register holds a value, which is an offset from the base (TDBA), and
indicates the location beyond the last descriptor hardware can process. This is
the location where software writes the next new descriptor.

Base + Base

TDLEN TDBA
Base+1

Head
TDH

Tail
DT

Figure 30. Transmit Descriptor Ring Structure
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7.2.4.2
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Descriptors between the head and the tail pointers are descriptors that have been
prepared by software and are owned by hardware.

Transmit Descriptor Fetching

The descriptor processing strategy for transmit descriptors is essentially the same as
for receive descriptors.

When the on-chip descriptor queue is empty, a fetch occurs as soon as any descriptors
are made available (host writes to the tail pointer). Hardware might elect to perform a
fetch which is not a multiple of cache line size. The hardware performs this non-aligned
fetch if doing so results in the next descriptor fetch being aligned on a cache line
boundary. This enables the descriptor fetch mechanism to be most efficient in the cases
where it has fallen behind software.

After the initial fetch of descriptors, as the on-chip buffer empties, the hardware can
decide to pre-fetch more transmit descriptors if the number of on-chip descriptors drop
below TXDCTL.PTHRESH and enough valid descriptors TXDCT is performed.

The 82574L NEVER fetches descriptors beyond the descriptor tail pointer.

Transmit Descriptor Write Back

The descriptor write-back policy for transmit descriptors is similar to that for receive
descriptors with a few additional factors.

There are three factors: the Report Status (RS) bit in the transmit descriptor, the write
back threshold (TXDCTL.WTHRESH) and the Interrupt Delay Enable (IDE) bit in the
transmit descriptor.

Descriptors are written back in one of three cases:

e TXDCTL.WTHRESH = zero, IDE = zero and a descriptor with RS set to 1b is ready
to be written back, for this condition write backs are immediate. The device writes
back only the status byte of the descriptor (TDESCR.STA) and all other bytes of the
descriptor are left unchanged.

e IDE = 1b and the Transmit Interrupt Delay (TIDV) register timer expires, this timer
is used to force a timely write back of descriptors. Timer expiration flushes any
accumulated descriptors and sets an interrupt event.

e TXDCTL.WTHRESH > zero and the write back of the full descriptors are performed
only when TXDCTL.WTHRESH number of descriptors are ready for a write back.
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7.2.4.3

7.2.5

7.2.6

Determining Completed Frames as Done

Software can determine if a packet has been sent by the following method:

e Setting the RS bit in the transmit descriptor command field and checking the DD bit
of the relevant descriptors in host memory.

The process of checking for completed descriptors consists of the following:

e The software device driver scans the host memory for the value of the DD status
bit. When the DD bit =1b, indicates a completed packet, and also indicates that all
packets preceding that packet have been put in the output FIFO.

Multiple Transmit Queues

The 82574L supports two transmit descriptor rings. Each ring functionality is according
to the description in section 7.2.4. When software enables the two transmit queues, it
also must enable the multiple request support in the TCTL register.

The priority and arbitration between the queues can be set and specified using the
TARC registers in the memory space (see section 10.2.6.9).

This feature is intended to enable the support for Quality of Service (QoS), Supporting
802.1p, while classifying packets into different priority queues.

Overview of On-Chip Transmit Modes

Transmit mode is used to refer to a set of configurations that support some of the
transmit path offloads. These modes are updated and controlled with the transmit
descriptors.

There are three types of transmit modes:
e |egacy mode
e Extended mode
e Segmentation mode

The first mode (legacy) is an implied mode as it is not explicitly specified with a context
descriptor. This mode is constructed by the device from the first and last descriptors of
a legacy transmit and from some internal constants. The legacy mode enables insertion
of one checksum.

The other two modes are indicated explicitly by a transmit context descriptor. The
extended mode is used to control the checksum offloading feature for packet
transmission. The segmentation mode is used to control the packet segmentation
capabilities of the device. The TSE bit, in the context descriptor, selects which mode is
updated, that is, extended mode or segmentation mode. The extended and
segmentation modes enable insertion of two checksums. In addition, the segmentation
mode adds information specific to the segmentation capability.
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The device automatically selects the appropriate mode to use based on the current
packet transmission: legacy, extended, or segmentation.

While the architecture supports arbitrary ordering rules for the various descriptors,
there are restrictions including:

— Context descriptors should not occur in the middle of a packet or of a
segmentation.

— Data descriptors of different packet types (legacy, extended, or segmentation)
should not be intermingled except at the packet (or segmentation) level.

There are dedicated resources on-chip for both the extended and segmentation modes.
These modes remain constant until they are modified by another context descriptor.
This means that a set of configurations relevant to one mode can (and will) be used for
multiple packets unless a hew mode is loaded prior to sending a new packet.

When working with two descriptor queues in the 82574, the software needs to rewrite
the context descriptor for each packet as it can't know if the second queue transmission
had modified the on-chip context or not. The hardware keeps track of only the last
context descriptor that was written.

Pipelined Tx Data Read Requests

Transmit data request pipelining is the process by which a request for transmit data is
sent to the host memory before the read DMA request of the previously requested data
completes. Transmit pipeline requests is enabled using the MULR bit in the Transmit
Control (TCTL) register, Its initial value is loaded from the NVM.

The 82574L supports four pipelined requests from the Tx data DMA. In general, the
four requests can belong to the same packet or to consecutive packets. However, the
following restrictions apply:

e All requests for a packet are issued before a request is issued for a following
packet.

e If a request (for the following packet) requires context change, the request for the
following packet is not issued until the previous request is completed (such as, no
pipeline across contexts).

The PClIe specification does not ensure that completions for separate requests return in
order. The 82574L can handle completions that arrive in any order.

The 82574L incorporates a 2 KB buffer to support re-ordering of completions for the
four requests. Each request/completion can be up to 512 bytes long. The maximum
size of a read request is defined as follows:

e When the MULR bit is cleared, maximum request size in bytes is the min{2K,
Max_Read_Request_Size}

e When the MULR bit is set, maximum request size in bytes is the min{512,
Max_Read_Request_Size}

In addition to the four pipeline requests from the Tx data DMA, the 82574 can issue a
single read request from each of the 2 Tx descriptor and 2 Rx descriptor DMA engines.
The requests from the three sources (Tx data, Tx descriptor and Rx descriptor) are
independently issued. Each descriptor read request can fetch up to 16 descriptors
(equal to 256 bytes of data).
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7.2.8

Note:

Note:

7.2.8.1

7.2.9

Transmit Interrupts

Hardware supplies the transmit interrupts described below. These interrupts are
initiated via the following conditions:

e Transmit Descriptor Ring Empty (ICR.TXQE) - All descriptors have been processed.
The head pointer is equal to the tail pointer.

e Any write backs are performed; either with the RS bit set or when accumulated
descriptors are written back when TXDCTL.WTHRESH descriptors have been
completed and accumulated; Transmit Descriptor Write Back (ICR.TXDW).

e Transmit Delayed Interrupt (ICR.TXDW) - in conjunction with Interrupt Delay
Enable (IDE), the TXDW indication is delayed per the TIDV and/or TADV registers.
The interrupt is set when one of the transmit interrupt countdown timers expire. A
transmit delayed interrupt is scheduled for a transmit descriptor with its RS bit set
and the IDE bit set. When a transmit delayed interrupt occurs, the TXDW interrupt
bit is set (just as when a transmit descriptor write-back interrupt occurs). This
interrupt can be masked in the same manner as the TXDW interrupt. This interrupt
is used frequently by software that performs dynamic transmit chaining by adding
packets one at a time to the transmit chain.

The transmit delay interrupt is indicated with the same interrupt bit as the transmit
write-back interrupt, TXDW. The transmit delay interrupt is only delayed in time as
previously discussed.

In MSI-X mode, the IDE bit in the transmit descriptor should not be set.

e Transmit Descriptor Ring Low Threshold Hit (ICR.TXD_LOW) - Set when the total
number of transmit descriptors available hits the low threshold specified in the
TXDCTL.LWTHRESH field in the Transmit Descriptor Control register. For the
purposes of this interrupt, number of transmit descriptors available is the
difference between the transmit descriptor tail and transmit descriptor head values,
minus the number of transmit descriptors that have been pre-fetched. Up to eight
descriptors can be pre-fetched.

Delayed Transmit Interrupts

This mechanism allows software the flexibility of delaying transmit interrupts in order
to allow more time for new descriptors to be written to the memory ring and potentially
prevent an interrupt when the device's head pointer catches the tail pointer.

This feature is desirable, because a software device driver usually has no knowledge of
when it is going to be asked to send another frame. For performance reasons, it is best
to generate only one transmit interrupt after a burst of packets have been sent.

Transmit Data Storage

Data is stored in buffers pointed to by the descriptors. Alignment of data is on an
arbitrary byte boundary with the maximum size per descriptor limited only to the
maximum allowed length size. A packet typically consists of two (or more) descriptors,
one (or more) for the header and one (or more) for the actual data. Some software
implementations copy the header(s) and packet data into one buffer and use only one
descriptor per transmitted packet.
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7.2.10

7.2.10.1

Figure 31.

7.2.10.1.1
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Transmit Descriptor Formats

The original descriptor is referred to as the legacy descriptor and is described in
section 7.2.10.1. The two new descriptor types are collectively referred to as extended
descriptors. One of the new descriptor types is quite similar to the legacy descriptor in
that it points to a block of packet data. This descriptor type is called the extended data
descriptor. The other new descriptor type is fundamentally different as it does not point
to packet data. This descriptor type is called the context descriptor. It only contains
control information, which is loaded into registers of the 82574, and affects the
processing of future packets. The following paragraphs describe the three descriptor
formats.

The new descriptor types are specified by setting the TDESC.DEXT bit to 1b. If this bit
is set, the TDESC.DTYP field is examined to determine the descriptor type (extended
data or context). Figure 32 shows the context descriptor generic layout. Figure 34
shows the data descriptor generic layout.

Legacy Transmit Descriptor Format

63 g7 aobe 3ehs 33t 243 16hs o
0 Buffer Address [63:0]

8 VAN | css [Exomp[sTA [emp | cso | Lengh
Checksum Checksum
VLAN Start Status Command Offset Length
s 13]12 1 0/8 ofs fofs 21 Jol7 s[5 [4][3]2]1]0]s “ofis
PRI |CFI| VLAN €SS [BCMD |TS|Rsv [Res |Res [DD | ipE | vLE |DEXT|RsV| Rs | Ic [IFcs|Eop| €50 LENGTF

Legacy Transmit Descriptor Format

The legacy Tx descriptor is defined by setting the DEXT bit in the command field to Ob.
The legacy Tx descriptor format is shown in Figure 31.

Buffer Address

The buffer address (TDESC.Buffer Address) specifies the location (address) in main
memory of the data to be fetched.
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7.2.10.1.2

Note:

7.2.10.1.3

Note:

Note:

Note:

Note:

7.2.10.1.4

Table 42.

Length

Length (TDESC.LENGTH) specifies the length in bytes to be fetched from the buffer
address. The maximum length associated with any single legacy descriptor is 16288
bytes.

The maximum allowable packet size for transmits might change based on the value
configured for the transmit FIFO size written to the Packet Buffer Allocation (PBA)
register. For any individual packet, the sum of the individual descriptors' lengths must
be at least 80 bytes less than the allocated size of the transmit FIFO.

Checksum Offset and Checksum Start - CSO and CSS

The checksum start (TDESC.CSS) field indicates where to begin computing the
checksum. CSS must be set in the first descriptor of a packet. The checksum offset
(TDESC.CSO) field indicates where to insert the TCP checksum, relative to the start of
the packet. Both CSO and CSS are in units of bytes while they must be within the range
of data provided to the device in the descriptor. This means, for short packets that are
padded by software, CSS and CSO must be in the range of the unpadded data length,
not the eventual padded length (64 bytes).

CSO must be set in the last descriptor of the packet. Only when EOP is set does the
hardware interpret Insert Checksum (IC), and CSO bits.

In the case of 802.1Q header, the offset values depend on the VLAN insertion enable bit
- CTRL.VME and the VLE bit. When the CTRL.VME and the VLE bit are not set (VLAN
tagging included in the packet buffers), the offset values should include the VLAN
tagging. When these bits are set (VLAN tagging is taken from the packet descriptor),
the offset values should exclude the VLAN tagging.

Although the 82574 can be programmed to calculate and insert TCP checksum using
the legacy descriptor format as previously described, it is recommended that software
use the newer context descriptor format. This newer descriptor format enables
hardware to calculate both the IP and TCP checksums for outgoing packets. See
section 7.2.7 for more information about how the new descriptor format can be used to
accomplish this task.

UDP checksum calculation is not supported by the legacy descriptor.

As the CSO field is eight bits wide, it limits the location of the checksum to 255 bytes
from the beginning of the packet.

Software must compute an offsetting entry and store it in the position where the
hardware computed checksum is to be inserted. This offset is needed to back out the
bytes of the header that should not be included in the TCP checksum.

Command Byte - CMD
The CMD byte stores the applicable command and has the fields shown in Table 42.

Command Byte Fields

7 6 5 4 3 2 1 0
| IDE | VLE | DEXT | RSV |RS | IC | IFCS | EOP |
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IDE (bit 7) - Interrupt Delay Enable

VLE (bit 6) - VLAN Packet Enable

DEXT (bit 5) - Descriptor extension (0Ob for legacy mode)
RSV (bit 4) - Reserved

RS (bit 3) - Report status

IC (bit 2) - Insert checksum

IFCS (bit 1) - Insert FCS (CRC)

EOP (bit 0) - End of packet

IDE activates a transmit interrupt delay timer. Hardware loads a countdown register
when it writes back a transmit descriptor that has RS and IDE set. The value loaded
comes from the IDV field of the Interrupt Delay (TIDV) register. When the count
reaches zero, a transmit interrupt occurs if transmit descriptor write-back interrupts
(TXDW) are enabled. Hardware always loads the transmit interrupt counter whenever it
processes a descriptor with IDE set even if it is already counting down due to a
previous descriptor. If hardware encounters a descriptor that has RS set, but not IDE, it
generates an interrupt immediately after writing back the descriptor and clears the
interrupt delay timer. Setting the IDE bit has no meaning without setting the RS bit.

Although the transmit interrupt might be delayed, the descriptor write-back requested
by setting the RS bit is performed without delay unless descriptor write-back bursting is
enabled.

VLE indicates that the packet is a VLAN packet (for example, that the hardware should
add the VLAN Ether type and an 802.1q VLAN tag to the packet).

If the VLE bit is set, the CTRL.VME bit should also be set to enable VLAN tag insertion.
VLAN Tag Insertion Decision Table when VLAN Mode Enabled (CTRL.VME=1b)

VLE Action

0 Send generic Ethernet packet. IFCS controls insertion of FCS in normal Ethernet
packets.

Send 802.1Q packet; the Ethernet Type field comes from the VET register and the
1 VLAN data comes from the special field of the TX descriptor; hardware appends the
FCS/CRC - command should reflect by setting IFCS to 1b.

The DEXT bit identifies this descriptor as either a legacy or an extended descriptor type
and must be set to 0b to indicate legacy descriptor.

When the RS bit is set, hardware writes back the DD bit once the DMA fetch completes.

Descriptors with the null address (0), or zero length, transfer no data. If they have the
RS bit in the command byte set, then the DD field in the status word is written when
hardware processes them. Hardware only sets the DD bit for descriptors with RS set.

The software can set the RS bit in each descriptor or, more likely, in specific descriptors
such as the last descriptor of each packet.
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7.2.10.1.5

7.2.10.1.6

When IC is set, hardware inserts a checksum value calculated from the CSS bit value to
the CSE bit value, or to the end of packet. The checksum value is inserted in the header
at the CSO bit value location. One or many descriptors can be used to form a packet.
Checksum calculations are for the entire packet starting at the byte indicated by the
CSS field. A value of zero for CSS corresponds to the first byte in the packet. CSS must
be set in the first descriptor for a packet. In addition, IC is ignored if CSO or CSS are
out of range. This occurs if (CSS>Length) or (CSO>Length-1).

When IFCS is set, hardware appends the MAC FCS at the end of the packet. When
cleared, software should calculate the FCS for proper CRC check. The software must set
IFCS in the following instances:

e Transmission of short packets while padding is enabled by the TCTL.PSP bit
e Checksum offload is enabled by the IC bit in the TDESC.CMD

¢ VLAN header insertion enabled by the VLE bit in the TDESC.CMD

e Large send or TCP/IP checksum offload using context descriptor

EOP stands for end-of-packet and when set, indicates the last descriptor making up the
packet.

VLE, IFCS, CSO, and IC are qualified by EOP. In other words, hardware interprets these
bits ONLY when the EOP bit is set.

Extended Command - ExtCMD

3 2 1 0

| Rsv TS

RSV (bit 3:1) - Reserved
TS (bit 0) - Time stamp

The TS bit indicates to the 82574 to put a time stamp on the packet designated by the
descriptor.

Status - STA

3 2 1 o

| Rsv DD

RSV (bit 3:1) - Reserved
DD (bit 0) - Descriptor done status

DD indicates that the descriptor is done and is written back after the descriptor has
been processed (assuming the RS bit was set). The DD bit can be used as an indicator
to the software that all descriptors, in the memory descriptor ring, up to and including
the descriptor with the DD bit set are again available to the software.
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7.2.10.1.7 VLAN Field

The VLAN field is used to provide the 802.1Q/802.1ac tagging information. The VLAN
field is ignored if the VLE bit is Ob or if the EOP bit is Ob.

15 13 12 11 0

PRI | CFI | VLAN tag |

7.2.10.2 Context Transmit Descriptor Format

TUCSE, TUCSS, TUCSO are

TCP/UDP Checksum Controls IPCSE, IPCSS, IPCSO are IP
Checksum Controls
63 48 (47 40|39 32 31 16|15 8|7 (N
0 | TUCSE TUCSO TUCSS IPCSE |IPCSO IPCSS
‘ 8 | Mss HDRLEN [RSV| STA |TUCMD |DTYPPAYLEN
63 48 |47 40 |3936(35 32|31 2423 20(19 0
Status Command

}/3|2|10765432103|2|1|0

| RSV DD | IDE [SNAP|DEXT| RSV | RS |TSE IP | TCP DTYP
DEXT must =1 DTYP must =0000
for context for context
descriptor format descriptor format

Figure 32. Context Transmit Descriptor Format

The context descriptor provides access to the enhanced checksum off load and TCP
segmentation features available in the 82574.

A context descriptor differs from a data descriptor as it does not point to packet data.
Instead, this descriptor provides access to on-chip contexts that support the transmit
checksum offloading or the segmentation feature of the 82574. A context refers to a
set of parameters loaded or unloaded as a group to provide a particular function.

To select this descriptor format, the DEXT bit in the command field should be set to 1b
and TDESC.DTYP should be set to 0x0000. In this case, the descriptor format is defined
as shown in Figure 32.

7.2.10.2.1 IP and TCP/UDP Checksum Control

The first Qword of this descriptor type contains parameters used to calculate the two
checksums, which can be offloaded.
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7.2.10.3

IPCSS - IP Checksum Start - Specifies the byte offset from the start of the DMA'd data
to the first byte to be included in the checksum. Setting this value to Ob means the first
byte of the data would be included in the checksum. This field is limited to the first 256
bytes of the packet and must be less than or equal to the total length of a given packet.
If this is not the case, the results are unpredictable.

IPCSO - IP Checksum Offset - Specifies where the resulting checksum should be
placed. This field is limited to the first 256 bytes of the packet and must be less than or
equal to the total length of a given packet. If this is not the case, the checksum is not
inserted.

IPCSE - IP Checksum End - Specifies where the checksum should stop. A 16-bit value
supports checksum off loading of packets as large as 64 KB. Setting the IPCSE field to
all zeros means EOP. In this way, the length of the packet does not need to be
calculated.

When doing checksum or TCP segmentation with IPv6 headers IPCSE field should be
set to 0x0000, IPCSS should be valid as in IPv4 packet and the IXSM bit in the data
descriptor should be cleared.

For proper IP checksum calculation, the IP Header Checksum field should be set to zero
unless some adjustment is needed by the driver.

Similarly, TUCSS, TUCSO, TUCSE specify the same parameters for the TCP or UDP
checksum.

For proper TCP/UDP checksum calculation the TCP/UDP Checksum field should be set to
the partial pseudo-header checksum value.

In case of 802.1Q header, the offset values depend on the VLAN insertion enable bit -
CTRL.VME. When the CTRL.VME is not set (VLAN tagging included in the packet
buffers), the offset values should include the VLAN tagging. When the CTRL.VME is set
(VLAN tagging is taken from the packet descriptor), the offset values should exclude
the VLAN tagging.

When setting the TCP segmentation context, IPCSS and TUCSS are used to indicate the
start of the IP and TCP headers respectively, and must be set even if checksum
insertion is not desired.

In certain situations, software might need to calculate a partial checksum (the TCP
pseudo-header for instance) to include bytes that are not contained within the range of
start and end. If this is the case, this partial checksum should be placed in the packet
data buffer, at the appropriate offset for the checksum. If no partial checksum is
required, software must write a value of zero at this offset.

Max Segment Size - MSS

MSS controls the maximum segment size. This specifies the maximum TCP or UDP
payload segment sent per frame, not including any header. The total length of each
frame (or section) sent by the TCP segmentation mechanism (excluding 802.3ac
tagging and Ethernet CRC) is MSS bytes + HRDLEN. The one exception is the last
packet of a TCP segmentation that might be shorter. This field is ignored if TDESC.TSE
is not set.
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Table 44.
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Header Length - HDRLEN

HDRLEN is used to specify the length (in bytes) of the header to be used for each frame
of a TCP segmentation operation. The first HDRLEN bytes fetched from data
descriptor(s) are stored internally and are used as a prototype header. The prototype
header is updated for each packet and is prepended to the packet payload. For UDP
packets this will normally be equal to UDP checksum offset + 2. For TCP messages it
will normally be equal to TCP checksum offset + 4 + TCP header option bytes. This field
is ignored if TDESC.TSE is not set.

Maximum limits for the HDRLEN and MSS fields are dictated by the lengths variables.
However, there is a further restriction that for any TCP segmentation operation, the
hardware must be capable of storing a complete framed fragment (completely-built
frames) in the transmit FIFO prior to transmission. Therefore, the output TX FIFO
(packet buffer) should at least have (MSS + HDRLEN) space available. In addition MSS
must be set to a value more than 0x10 and HDRLEN must be smaller than 256 bytes.

Payload - PAYLEN

The Packet Length field (PAYLEN) is the total number of payload bytes for this TCP
segmentation offload (for example, the total number of payload bytes includes those
that are distributed across multiple frames after TCP segmentation is performed).
Following the fetch of the prototype header, PAYLEN specifies the length of data that is
fetched next from data descriptor(s). This field is also used to determine when last-
frame processing needs to be performed. The PAYLEN specification does not include
any header bytes. This field is ignored if TDESC.TSE is not set.

There is no restriction on the overall PAYLEN specification with respect to the transmit
FIFO size, once the MSS and HDRLEN specifications are legal.

Descriptor Type - DTYP

Setting the descriptor type (TDESC.DTYP) field to 0x0000 identifies this descriptor as a
context descriptor.

Command - TUCMD

The command field (TDESC.TUCMD) provides options that control the checksum
offloading and TCP segmentation features, along with some of the generic descriptor
processing functions. Table 44 lists the bit definitions for the TDESC.TUCMD field. The
IDE, DEXT, and RS bits are valid regardless of the state of TSE. All other bits are
ignored if TSE=0b.

Command TUCMD Fields

7 6 5 4 3 2 1 0

|IDE | SNAP| DEXT | Rsv | RS | TSE | 1P |TCP|
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IDE (bit 7) - Interrupt Delay Enable

SNAP (bit 6) - SNAP

DEXT (bit 5) - Descriptor extension (must be 1b for this descriptor type)
Rsv (bit 4) - Reserved

RS (bit 3) - Report status

TSE (bit 2) - TCP segmentation enable

IP (bit 1) - IP Packet type (IPv4=1b, IPv6=0b)

TCP (bit 0) - Packet type (TCP=1b,UDP=0b)

IDE activates a transmit interrupt delay timer. Hardware loads a countdown register
when it writes back a transmit descriptor that has RS and IDE set. The value loaded
comes from the IDV field of the Interrupt Delay (TIDV) register. When the count
reaches zero, a transmit interrupt occurs if transmit descriptor write-back interrupts
(TXDW) are enabled. Hardware always loads the transmit interrupt counter whenever it
processes a descriptor with IDE set even if it is already counting down due to a
previous descriptor. If hardware encounters a descriptor that has RS set, but not IDE, it
generates an interrupt immediately after writing back the descriptor and clears the
interrupt delay timer. Setting the IDE bit has no meaning without setting the RS bit.

Although the transmit interrupt may be delayed, the descriptor write-back requested
by setting the RS bit is performed without delay unless descriptor write-back bursting is
enabled.

SNAP indicates that the TCP segmentation MAC header includes a SNAP header that
needs to be updated by hardware.

The DEXT bit identifies this descriptor as one of the extended descriptor types and
must be set to 1b.

When the RS bit is set, hardware writes back the DD bit once the DMA fetch completes.

Descriptors with the null address (0), or zero length, transfer no data. If they have the
RS bit in the command byte set, then the DD field in the status word is written when
hardware processes them. Hardware only sets the DD bit for descriptors with RS set.

Software can set the RS bit in each descriptor or, more likely, in specific descriptors
such as the last descriptor of each packet.

TSE indicates that this descriptor is setting the TCP segmentation context. If this bit is
zero, the descriptor defines a single packet TCP/UDP, IP checksum offload mode. When
a descriptor of this type is processed, the device immediately updates the mode in
question (TCP segmentation or checksum offloading) with values from the descriptor.
This means that if any normal packets or TCP segmentation packets are in progress (a
descriptor with EOP set has not been received for the given context) the results will
likely be undesirable.

The IP bit is used to indicate what type of IP (IPv4 or IPv6) packet is used in the
segmentation process. This is necessary for the 82574 to know where the IP Payload
Length field is located. This does not override the checksum insertion bit, IXSM. The IP
bit must only be set for IPv4 packets and cleared for IPv6 packets.
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The TCP bit identifies the packet as either TCP or UDP (non-TCP). This affects the
processing of the header information.

7.2.10.7 Status - STA
Four bits are reserved to provide transmit status, although only one is currently
assigned for this specific descriptor type.
The status word will only be written back to host memory in cases where the RS bit is
set in the command. DD indicates that the descriptor is done and is written back after
the descriptor has been processed only if the RS bit was set.
3 2 1 0
| Reserved DD
Figure 33. Transmit Status Layout
Rsv (bits 3-1) - Reserved
DD (bit 0) - Descriptor Done
7.2.11 Extended Data Descriptor Format
63 48|47 4o| 39 36 |35 32 |31 24| 23 20|19 0
‘0 Addresses
\ 8 | VLAN | POPTS | EXtCMD | STA | DCVD | DTYP | DTALEN
Status Command
15 13 |12 |11 o7 210310\3 1lo|7|s6]| 5| al3]2]|1]o0
PRI [CFI|VLANID | RSV |TXSM|IXSM| RSV Ts] RSV  |DD|IDE |VLE|DEXT|RSV|RS | TSE |IFCS |EOP
Figure 34. Extended Data Descriptor Format
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The extended data descriptor is the companion to the context descriptor described in
the previous section. This descriptor type points to the location of the data in the host
memory.

To select this descriptor format, bit 29 (TDESC.DEXT) must be set to 1b and
TDESC.DTYP must be set to 0x0001. In this case, the descriptor format is defined as
shown in Figure 34.

The first Qword of this descriptor type contains the address of a data buffer in host
memory. This buffer contains all or a portion of a transmit packet.

The second Qword of this descriptor contains information about the data pointed to by
this descriptor as well as descriptor processing options.



[ ] ®
Inline Functions—82574 GbE Controller ( l n t el ,

7.2.11.1

7.2.11.2

7.2,11.3

Table 45.

Data Length - DTALEN

The Data Length field (TDESC.DTALEN) is the total length of the data pointed to by this
descriptor (the entire send), in bytes. For data descriptors not associated with a TCP
segmentation operation (TDESC.TSE not set), the descriptor lengths are subject to the
same restrictions specified for legacy descriptors (the sum of the lengths of the data
descriptors comprising a single packet must be at least 80 bytes less than the allocated
size of the transmit FIFO).

Descriptor Type - DTYP

Setting the descriptor type (TDESC.DTYP) field to 0x0001 identifies this descriptor as
an extended data descriptor.

Command - DCMD

The command field (TDESC.DCMD) provides options that control the checksum
offloading TCP segmentation features, along with some of the generic descriptor
processing features. Table 45 lists the bit definitions for the DCMD field.

Command DCMD Fields

7 6 5 4 3 2 1 0

| IDE | VLE | DEXT | RSV | RS | TSE | IFCS | EOP |

IDE (bit 7) - Interrupt delay enable

VLE (bit 6) - VLAN enable

DEXT (bit 5) - Descriptor extension (must be 1b for this descriptor type)
RSV (bit 4) - Reserved

RS (bit 3) - Report status

TSE (bit 2) - TCP segmentation enable

IFCS (bit 1) - Insert FCS (also controls insertion of Ethernet CRC)

EOP (bit 0) - End of packet

IDE activates a transmit interrupt delay timer. Hardware loads a countdown register
when it writes back a transmit descriptor that has RS and IDE set. The value loaded
comes from the IDV field of the Interrupt Delay (TIDV) register. When the count
reaches zero, a transmit interrupt occurs if transmit descriptor write-back interrupts
(TXDW) are enabled. Hardware always loads the transmit interrupt counter whenever it
processes a descriptor with IDE set even if it is already counting down due to a
previous descriptor. If hardware encounters a descriptor that has RS set, but not IDE, it
generates an interrupt immediately after writing back the descriptor and clears the
interrupt delay timer. Setting the IDE bit has no meaning without setting the RS bit.
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Table 46.

Note:

Note:

Note:
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Although the transmit interrupt might be delayed, the descriptor write-back requested
by setting the RS bit is performed without delay unless descriptor write-back bursting is
enabled.

VLE indicates that the packet is a VLAN packet (for example, that the hardware should
add the VLAN Ether type and an 802.1Q VLAN tag to the TCP message).

VLAN Tag Insertion Decision Table

VLE Action

0 Send generic Ethernet packet. IFCS controls insertion of FCS in normal Ethernet
packets.

Send 802.1Q packet; the Ethernet Type field comes from the VET register and the
1 VLAN data comes from the special field of the TX descriptor; hardware always
appends the FCS/CRC.

If the VLE bit is set to enable VLAN tag insertion, the CTRL.VME bit should also be set.

The DEXT bit identifies this descriptor as one of the extended descriptor types and
must be set to 1b.

When the RS bit is set, the hardware writes back the DD bit once the DMA fetch
completes.

Descriptors with the null address (0), or zero length, transfer no data. If they have the
RS bit in the command byte set, then the DD field in the status word is written when
hardware processes them. Hardware only sets the DD bit for descriptors with RS set.

Software can set the RS bit in each descriptor or, more likely, in specific descriptors
such as the last descriptor of each packet.

TSE indicates that this descriptor is part of the current TCP segmentation context. If
this bit is not set, the descriptor is part of the normal non-segmentation context.

IFCS controls insertion of the Ethernet CRC. The packet FCS covers the TCP/IP headers.
Therefore, when using the TCP segmentation offload, software must also use the FCS
insertion.

The VLE, IFCS, and VLAN fields are only valid in certain descriptors. If TSE is enabled,
the VLE, IFCS, and VLAN fields are only valid in the first data descriptor of the TCP
segmentation context. If TSE is not enabled, then these fields are only valid in the last
descriptor of the given packet (qualified by the EOP bit).

EOP when set, indicates the last descriptor making up the packet.
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7.2.11.4

7.2.11.5

Table 47.

7.2.11.6

Note:

Note:

Status - STA

The status field is written back to host memory in cases where the RS bit is set in the
command field. The DD bit indicates that the descriptor is done after the descriptor has
been processed.

3 2 1 0

| Rsv DD

Rsv (bit 3:1) - Reserved

DD (bit 0) - Descriptor done

Extended Command

The extended command field (TDESC.ExtCMD) provides additional control options.
Table 47 lists the bit definitions for the DCMD field.

Transmit Extended Command (TDESC.ExtCMD) Layout

3 2 1 o

Reserved | TimeStamp |

TimeStamp (bit 0) - Indication to stamp the transmitted packet time for TimeSync.

Packet Options - POPTS
The POPTS field provides a number of options, which control the handling of this

packet. This field is relevant only on the first data descriptor of a packet or
segmentation context.

7 2 1 V]

| Rsv | TXSM | IXSM |

Rsv (bits 7:2) - Reserved
TXSM (bit 1) - Insert TCP/UDP checksum
IXSM (bit 0) - Insert IP checksum

IXSM and TXSM are used to control insertion of the IP and TCP/UDP checksumes,
respectively. If the corresponding bit is not set, whatever value software has placed
into the checksum field of the packet data is placed on the wire.

For proper values of the IP and TCP checksum, software must set the IXSM and TXSM
when using the transmit segmentation.

Software should not set this field for IPv6 packets.
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7.2.11.7

7.3

Note:

7.3.1

Note:

7.3.2
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VLAN

The VLAN field is used to provide the 802.1Q tagging information. The special field is
ignored if the VLE bit in the DCMD command byte is 0b.

15 13 12 11 o

| PRI | CFI | VLAN ID

TCP Segmentation

TCP segmentation is an offloading option of the TCP/IP stack. This is often referred to
as Transmit Segmentation Offloading (TSO). This feature obligates the software device
driver and hardware to carve up TCP messages, larger than the Maximum Transmission
Unit (MTU) of the medium, into MSS sized frames that have appropriate layer 2, 3 (IP),
and 4 (TCP) headers. These headers must have the correct sequence number, IP
identification, checksum fields, options and flag values as required. This is done by
breaking up the data into segments smaller than or equal to the MSS.

Note that some of these values (such as the checksum values) are unique for each
packet of the TCP message, and other fields such as the source IP address are constant
for all frames associated with the TCP message.

The offloading of these mechanisms to the software device driver and the 82574 saves
significant CPU cycles. The software device driver shares the additional tasks to support
these options with the 82574.

TCP Segmentation Performance Advantages

Performance advantages for a hardware implementation of TCP segmentation offload
include:

e The stack does not need to partition the block to fit the MTU size, saving CPU
cycles.

e The stack only computes one Ethernet, IP, and TCP header per segment (entire
packet), saving CPU cycles.

e The stack interfaces with the software device driver only once per block transfer,
instead of once per frame.

e Interrupts are easily reduced to once per TCP message instead of once per frame.
e Fewer I/O accesses are required to command the the 82574.

TCP segmentation requires the transmit context descriptor format and the transmit
data descriptor format.

Ethernet Packet Format

A TCP message can be fragmented across multiple pages in host memory. The 82574L
partitions the data packet into standard Ethernet frames prior to transmission. The
82574L supports calculating the Ethernet, IP, TCP, and UDP headers, including
checksum, on a frame-by-frame basis.
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Figure 35.

Note:

7.3.3

L2

L3

L4

Ethernet

1P

TCP

DATA

FCS

TCP/IP Packet Format

Frame formats supported by the 82574 include:
e Ethernet 802.3
e IEEE 802.1q VLAN (Ethernet 802.3ac)
e Ethernet Type 2
e Ethernet SNAP
e IPv4 headers with options
e IPv6 headers with IP option next headers

e TCP with options
e UDP with options

VLAN tag insertion is handled by hardware.

IP tunneled packets are not supported for TSO operation.

Once the TCP segmentation context has been set, the next descriptor provides the

initial data to transfer. This first descriptor(s must point to a packet of the type
indicated. Furthermore, the data it points to might need to be modified by software as
it serves as the prototype (partial pseudo-header) header for all packets within the TCP
segmentation context. The following sections describe the supported packet types and
the various updates which are performed by hardware. This should be used as a guide
to determine what must be modified in the original packet header to make it a suitable

prototype (partial pseudo-header) header.

TCP Segmentation Data Descriptors

The TCP segmentation data descriptor is the companion to the TCP segmentation

context descriptor described in the previous section. For a complete description of the

descriptor please refer to section 7.2.11.

To select this descriptor format, bit 29 (TDESC.DEXT) must be set to 1b and
TDESC.DTYP must be set to 0x0001.
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TCP Segmentation Source Data

Once the TCP segmentation context has been set, the next descriptor (data descriptor)
provides the initial data to transfer. This first data descriptor must point to data
containing an Ethernet header of the type indicated. The 82574L fetches the prototype
(partial pseudo-header) header from the host data buffer into an internal buffer and
this header is prepended to every packet for this TSO operation. The prototype (partial
pseudo-header) header is modified accordingly for each MSS sized segment. The
following sections describe the supported packet types and the various updates that
are performed by hardware. This should be used as a guide to determine what must be
modified in the original packet header to make it a suitable prototype (partial pseudo-
header) header.

The following summarizes the fields considered by the driver for modification in
constructing the prototype (partial pseudo-header) header.

MAC Header (for SNAP)
e MAC Header LEN field should be set to Ob.

IPv4 Header
e Length should be set to zero.

o Identification field should be set as appropriate for first packet of send (if not
already).

e Header checksum should be zeroed out unless some adjustment is needed by the
software device driver.
IPv6 Header
¢ Length should be set to zero.

TCP Header

e Sequence number should be set as appropriate for first packet of send (if not
already).

e PSH, and FIN flags should be set as appropriate for LAST packet of send.
e TCP checksum should be set to the partial pseudo-header checksum.

UDP Header
e UDP checksum should be set to the partial pseudo-header checksum.

The 82574L's DMA function fetches the IP, and TCP/UDP prototype (partial pseudo-
header) header information from the initial descriptor(s) and save them on-chip for
individual packet header generation.

Hardware Performed Updating for Each Frame

The following sections describe the updating process performed by the hardware for
each frame sent using the TCP segmentation capability.
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7.3.6

Note:

7.3.6.1

Note:

TCP Segmentation Use of Multiple Data Descriptors

TCP segmentation enables a series of data descriptors, each referencing a single
physical address page, to reference a large packet contained in a single virtual-address
buffer.

The only requirement on use of multiple data descriptors for TCP segmentation is as
follows:

e If multiple data descriptors are used to describe the IP/TCP/UDP header section,
each descriptor must describe one or more complete headers; descriptors
referencing only parts of headers are not supported.

It is recommended that the entire header section, as described by the TCP Context
Descriptor HDRLEN field, be coalesced into a single buffer and described using a single
data descriptor. If all the layer headers (L2-L4) are not coalesced into a single buffer,
each buffer must not cross a 4 KB boundary, or be bigger than MAX_READ_REQUEST.

Transmit Checksum Offloading with TCP Segmentation

The 82574L supports checksum offloading as a component of the TCP segmentation
offload feature and as a standalone capability.

The 82574L supports IP and TCP/UDP header options in the checksum computation for
packets that are derived from the TCP segmentation feature.

The 82574L is capable of computing one level of IP header checksum and one TCP/UDP
header and payload checksum. In case of multiple IP headers, the software device
driver has to compute all but one IP header checksum. The 82574L calculates
checksums on the fly on a frame-by-frame basis and inserts the result in the IP/TCP/
UDP headers of each frame. TCP and UDP checksum are a result of performing the
checksum on all bytes of the payload and the pseudo header.

Three specific types of checksum are supported by the hardware in the context of the
TCP Segmentation off load feature:

e IPv4 checksum (IPv6 does not have a checksum)

e TCP checksum

e UDP checksum

Each packet that is sent via the TCP segmentation offload feature optionally includes
the IPv4 checksum and either the TCP or UDP checksum.

All checksum calculations use a 16-bit wide ones complement checksum. The
checksum word is calculated on the outgoing data. The checksum field is written with
the 16-bit ones complement sum of all 16-bit words in the range of CSS to CSE,
including the checksum field itself.
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7.3.6.2

7.3.6.2.1

7.3.6.2.2

Note:
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IP/TCP/UDP Header Updating

IP/TCP/UDP header is updated for each outgoing frame based on the IP/TCP header
prototype (partial pseudo-header) which the hardware gets from the first descriptor(s)
and stores on chip. The IP/TCP/UDP headers are fetched from host memory into an on-
chip 240 byte header buffer once for each TCP segmentation context (for performance
reasons, this header is not fetched for each additional packet that will be derived from
the TCP segmentation process). The checksum fields and other header information are
updated on a frame-by-frame basis. The updating process is performed concurrently
with the packet data fetch.

TCP/IP/UDP Header for the First Frame

The hardware makes the following changes to the headers of the first packet that is
derived from each TCP segmentation context.

MAC Header (for SNAP)
e Type/Len field = MSS + HDRLEN - 14

IPv4 Header
e IP Total Length
e IP Checksum

MSS + HDRLEN - IPCSS

IPv6 Header
e Payload Length

MSS + HDRLEN - IPCSS - Ipv6Size (while Ipv6Size = 40Bytes)

TCP Header

e Sequence Number: The value is the Sequence Number of the first TCP byte in this
frame.

e If FIN flag = 1b, it is cleared in the first frame.
e If PSH flag =1b, it is cleared in the first frame.
e TCP Checksum

UDP Header
e UDP length: MSS + HDRLEN - TUCSS
e UDP Checksum

TCP/IP/UDP Header for the Subsequent Frames

The hardware makes the following changes to the headers of the subsequent packets
that is derived from each TCP segmentation context.

Number of bytes left for transmission = PAYLEN - (N * MSS). Where N is the number of
frames that have been transmitted.

MAC Header (for SNAP Packets)
e Type/Len field = MSS + HDRLEN - 14
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7.3.6.2.3

Note:

IPv4 Header
e IP Identification: incremented from last value (wrap around)
e IP Total Length = MSS + HDRLEN - IPCSS
e IP Checksum

IPv6 Header
e Payload Length = MSS + HDRLEN - IPCSS - Ipv6Size (while Ipv6Size = 40Bytes)

TCP Header

e Sequence Number update: Add previous TCP payload size to the previous sequence
number value. This is equivalent to adding the MSS to the previous sequence
number.

e If FIN flag = 1b, it is cleared in these frames.
e If PSH flag =1b, it is cleared in these frames.
e TCP Checksum

UDP Header
e UDP Length: MSS + HDRLEN - TUCSS
e UDP Checksum

TCP/IP/UDP Header for the Last Frame

The hardware makes the following changes to the headers of the last packet that is
derived from each TCP segmentation context.

Last frame payload bytes = PAYLEN - (N * MSS)

MAC Header (for SNAP Packets)
e Type/Len field = Last frame payload bytes + HDRLEN - 14

IPv4 Header
e [P Total Length = (last frame payload bytes + HDRLEN) - IPCSS
e IP Identification: incremented from last value (wrap around)
e IP Checksum

IPv6 Header
e Payload Length = last frame payload bytes + HDRLEN - IPCSS - Ipv6Size (while
Ipv6Size = 40Bytes)
TCP Header

e Sequence Number update: Add previous TCP payload size to the previous sequence
number value. This is equivalent to adding the MSS to the previous sequence
number.

e If FIN flag = 1b, set it in this last frame
e If PSH flag =1b, set it in this last frame
e TCP Checksum
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7.4.1

7.4.2
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UDP Header
e UDP length: (last frame payload bytes + HDRLEN) - TUCSS
e UDP Checksum

Interrupts

The 82574L supports the following interrupt modes:
e PCI legacy interrupts
e PCI MSI - Message Signaled Interrupts
e PCI MSI-X - Extended Message Signaled Interrupts

Legacy and MSI Interrupt Modes

In legacy and MSI modes, an interrupt cause is reflected by setting one of the bits in
the ICR register, where each bit reflects one or more causes. This description of ICR
register provides the mapping of interrupt causes (for example, a specific Rx queue

event or a LSC event) to bits in the ICR.

Mapping of causes relating to the Tx and Rx queues as well as non-queue causes in this
mode is not configurable. Each possible queue interrupt cause (such as, each Rx
queue, Tx queue or any other interrupt source) has an entry in the ICR.

The following configuration and parameters are involved:

e The ICR[31:0] bits are allocated to specific interrupt causes

MSI-X Mode

MSI-X defines a separate optional extension to basic MSI functionality. Compared to
MSI, MSI-X supports a larger maximum number of vectors per function, the ability for
software to control aliasing when fewer vectors are allocated than requested, plus the
ability for each vector to use an independent address and data value, is specified by a
table that resides in Memory Space. However, most of the other characteristics of MSI-
X are identical to those of MSI. For more information on MSI-X, refer to the PCI Local
Bus Specification, Revision 3.0.

In MSI-X mode, an interrupt cause is mapped into an MSI-X vector. This section
describes the mapping of interrupt causes (for example, a specific Rx queue event or a
LSC event) to MSI-X vectors.

Mapping is accomplished through the IVAR register. Each possible cause for an
interrupt is allocated an entry in the IVAR, and each entry in the IVAR identifies one
MSI-X vector. It is possible to map multiple interrupt causes into the MSI-X vector.
Interrupt causes that are not related to the Tx and Rx queues are also mapped via the
IVAR register.

The ICR also reflects interrupt causes related to non-queue causes. These are mapped
directly into the ICR (as in the legacy case), with each cause allocated a separate bit.
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The following configuration and parameters are involved:

e The IVAR.INT_AIlloc[4:0] entries map two Tx queues, two Rx queues and other
events to 5 interrupt vectors

e The ICR[24:20] bits reflect specific interrupt causes

e Five MSI-X interrupt vectors are provided (calculated based on four vectors for
queues and one vector for other causes). The requested number of vectors is
loaded from the MSI_X_N fields in the EEPROM into the PCle MSI-X capability
structure of the function.

Interrupt causes N
(queues and other) e

VAl
<
8
il

ICR

Figure 36. Cause Mapping in MSI-X Mode

7.4.3 Registers

The interrupt logic consists of the registers listed in the following table, plus the
registers associated with MSI/MSI-X signaling.

Register Acronym Function
Records all interrupt causes - an interrupt is signaled when
Interrupt Cause ICR unmasked bits in this register are set.
Interrupt Cause Set ICS Enables software to set bits in the Interrupt Cause register.
Interrupt Mask Set/Read | IMS Sets or reads bits in the interrupt mask.
Interrupt Mask Clear IMC Clears bits in the Interrupt mask.

Enables bits in the ICR and IMS to be cleared automatically

Interrupt Auto Clear EIAC following MSI-x interrupt without a read or write of the ICR.

Interrupt Auto Mask IAM Enables bits in the IMS to be set automatically.

Interrupt Cause Registers (ICR)

This register records the interrupts causes to provide to the software information on
the interrupt source.
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The interrupt causes include:
e The receive and transmit related interrupts (including new per queue cause).

e Other bits in this register are the legacy indication of interrupts as the MDIC
complete, management and link status change. There is a specific Other Cause bit
that is set if one of these bits are set, this bit can be mapped to a specific MSI-X
interrupt message.

In MSI-X mode the bits in this register can be configured to auto-clear when the MSI-X
interrupt message is sent, in order to minimize driver overhead, and when using MSI-X
interrupt signaling.

In systems that do not support MSI-X, reading the ICR register clears it's bits or writing
1b's clears the corresponding bits in this register.

Interrupt Cause Set Register (ICS)

This registers allows triggering an immediate interrupt by software, By writing 1b to
bits in ICS the corresponding bits in ICR is set Used usually to rearm interrupts the
software didn't have time to handle in the current interrupt routine.

Interrupt Mask Set and Read Register (IMS) and Interrupt Mask Clear
Register (IMC)

Interrupts appear on PCle only if the interrupt cause bit is a one and the corresponding
interrupt mask bit is a one. Software blocks assertion of an interrupt by clearing the
corresponding bit in the mask register. The cause bit stores the interrupt event
regardless of the state of the mask bit. Clear and set make this register more thread
safe by avoiding a read-modify-write operation on the mask register. The mask bit is
set for each bit written to a one in the set register and cleared for each bit written in
the clear register. Reading the set register (IMS) returns the current mask register
value.

In MSI-X mode, CTRL_EXT. PBA_support should also be set. For more details see
section 10.2.2.5.

Interrupt Auto Clear Enable Register (EIAC)

Bits 24:20 in this register enables clearing of the corresponding bit in ICR following
interrupt generation. When a bit is set, the corresponding bit in ICR and in IMS is
automatically cleared following an interrupt.

Used in MSI-X interrupt vector, this feature allows interrupt cause recognition, and
selective interrupt cause and mask bits reset, without requiring software to read the
ICR register, therefore, the penalty related to a PCle read transaction is avoided.

Bits in the ICR that are not set in EIAC need to be cleared with ICR read or ICR write-
to-clear.

Interrupt Auto Mask Enable register (IAM)

In non MSI-X mode - Each bit in this register enables setting of the corresponding bit in
IMS following write to-clear to ICR.

In MSI-X mode and CTRL_EXT.EIAME is set, the software can set the bits of this
register to select mask bits that are cleared during interrupt processing. In this mode,
each bit in this register enables clearing of the corresponding bit in the mask register
(IM) following interrupt generation.
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7.4.4

Interrupt Moderation

The 82574L implements interrupt moderation to reduce the number of interrupts
software processes. The moderation scheme is based on a timer called ITR Interrupt
Throttle register). In general terms, the ITR defines an interrupt rate by defining the
time interval between consecutive interrupts.

The number of ITR registers is:
¢ Non MSI-X mode - a single ITR is used (ITR).

e MSI-X - a separate EITR is provided per MSI-X vector (EITR[O0] is allocated to MSI-
X[0] and its corresponding interrupts, EITR[1] is allocated to MSI-X[1] and its
corresponding interrupts etc.)

Software uses ITR to limit the rate of delivery of interrupts to the host CPU. It provides
a guaranteed inter-interrupt delay between interrupts asserted by the network
controller, regardless of network traffic conditions.

The following algorithm converts the inter-interrupt interval value to the common
'interrupts/sec' performance metric:

Interrupts/sec = (256 * 1072 sec x interval) -1

For example, if the interval is programmed to 500d, the 82574 guarantees the CPU is
not interrupted by it for at least 128 us from the last interrupt.

Inversely, inter-interrupt interval value can be calculated as:
Inter-interrupt interval = (256 * 1072 sec x interrupts/sec) -1

The optimal performance setting for this register is very system and configuration
specific.

ITR rules:

e The maximum observable interrupt rate from the adapter should not exceed 7813
interrupts/sec.

e The Extended Interrupt Throttle register should default to 0x0 upon initialization
and reset.

Each time an interrupt event happens, the corresponding bit in the ICR is activated.
However, an interrupt message is not sent out on the PCIe* interface until the EITR
counter assigned to the proper MSI-X vector that supports the ICR bit has counted
down to zero. The EITR counter is reloaded after it has reached zero with its initial
value and the process repeats again. The interrupt flow should follow the following
diagram:
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Figure 37.
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Interrupt Throttle Flow Diagram

For cases where the 82574 is connected to a small number of clients, it is desirable to
fire off the interrupt as soon as possible with minimum latency. For these cases, when
the EITR counter counts down to zero and no interrupt event has happened, then the
EITR counter is not reset but stays at zero. Thus, the next interrupt event triggers an
interrupt immediately. That scenario is illustrated as Case B as follows.
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Case A: Heavy load, interrupts moderated

Intr Intr Intr
/ / /

%ITR delaygfilTR delay — @

Pkt Pkt Pkt Pkt Pkt Pkt Pkt Pkt

Case B: Light load, interrupts immediately on packet receive

Intr Intr
\ /A

l« | TR delay

y

Pkt Pkt

Clearing Interrupt Causes

The 82574L has three methods available for to clear ICR bits: auto-clear, clear-on-
write, and clear-on-read.

Auto-Clear

In systems that support MSI-X, the interrupt vector allows the interrupt service routine
to know the interrupt cause without reading the ICR. The software overhead of a I/O
read or write can be avoided by setting appropriate ICR bits to autoclear mode by
setting the corresponding bits in the Interrupt Auto-clear Register (EIAC).

When auto-clear is enabled for an interrupt cause, the ICR bit is set when a cause
event occurs. When the EITR Counter reaches zero, the MSI-X message is sent on
PCIe. Then the ICR bit is cleared and enabled to be set by a new cause event. The
vector in the MSI-X message signals software the cause of the interrupt to be serviced.

It is possible that in the time after the ICR bit is cleared and the interrupt service
routine services the cause, for example checking the transmit and receive queues, that
another cause event occurs that is then serviced by this ISR call, yet the ICR bit
remains set. This results in a spurious interrupt. Software can detect this case if there
are no entries that require service in the transmit and receive queues, and exit knowing
that the interrupt has been automatically cleared. The use of interrupt moderations
through the EITR register limits the extra software overhead that can be caused by
these spurious interrupts.
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Write to Clear

The ICR register clears specific interrupt cause bits in the register after writing 1b to
those bits. Any bit that was written with a Ob remains unchanged.

Read to clear

All bits in the ICR register are cleared on a read to ICR.

802.1q VLAN Support

The 82574L provides several specific mechanisms to support 802.1q VLANSs:
e Optional adding (for transmits) and ping (for receives) of IEEE 802.1q VLAN tags.
e Optional ability to filter packets belonging to certain 802.1q VLANSs.

802.1q VLAN Packet Format

The following diagram compares an untagged 802.3 Ethernet packet with an 802.1q
VLAN tagged packet:

802.3 Packet #Octets sozr;;gk\élt_AN #Octets
DA 6 DA 6
SA 6 SA 6
Type/Length 2 802.1q Tag 4
Data 46-1500 Type/Length 2

CRC 4 Data 46-1500
CRC* 4

The CRC for the 802.1q tagged frame is re-computed, so that it covers the entire
tagged frame including the 802.1q tag header. Also, maximum frame size for an 802.1q
VLAN packet is 1522 octets as opposed to 1518 octets for a normal 802.3z Ethernet
packet.

802.1q Tagged Frames

For 802.1q, the Tag Header field consists of four octets comprised of the Tag Protocol
Identifier (TPID) and Tag Control Information (TCI); each taking two octets. The first
16 bits of the tag header makes up the TPID. It contains the protocol type, which
identifies the packet as a valid 802.1q tagged packet.

The two octets making up the TCI contain three fields:

e User Priority (UP)

e Canonical Form Indicator (CFI). Should be 0b for transmits. For receives, the
device has the capability to filter out packets that have this bit set. See the CFIEN
and CFI bits in the RCTL described in section 10.2.5.1.

« VLAN Identifier (VID)
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7.5.3

The bit ordering is as follows:

Octet 1 Octet 2

uP | CFI | VID

Transmitting and Receiving 802.1q Packets

Since the 802.1q tag is only four bytes, adding and stripping of tags could be done
completely in software. (In other words, for transmits, software inserts the tag into
packet data before it builds the transmit descriptor list, and for receives, software strips
the 4-byte tag from the packet data before delivering the packet to upper layer
software.)

However, because adding and stripping of tags in software results in more overhead for
the host, the 82574 has additional capabilities to add and strip tags in hardware. See
section 7.5.2.1 and section 7.5.2.2.

Adding 802.1q Tags on Transmits

Software might command the 82574 to insert an 802.1q VLAN tag on a per packet
basis. If CTRL.VME is set to 1b, and the VLE bit in the transmit descriptor is set to 1b,
then the 82574 inserts a VLAN tag into the packet that it transmits over the wire. The
Tag Protocol Identifier (TPID) field of the 802.1q tag comes from the VET register, and
the Tag Control Information (TCI) of the 802.1q tag comes from the special field of the
transmit descriptor.

Stripping 802.1q Tags on Receives

Software might instruct the 82574 to strip 802.1g VLAN tags from received packets. If
the CTRL.VME bit is set to 1b, and the incoming packet is an 802.1q VLAN packet (for
example, it's Ethernet Type field matched the VET), then the 82574 strips the 4-byte
VLAN tag from the packet, and stores the TCI in the Special field of the receive
descriptor.

The 82574L also sets the VP bit in the receive descriptor to indicate that the packet had
a VLAN tag that was stripped. If the CTRL.VME bit is not set, the 802.1q packets can
still be received if they pass the receive filter, but the VLAN tag is not stripped and the
VP bit is not set.

802.1q VLAN Packet Filtering

VLAN filtering is enabled by setting the RCTL.VFE bit to 1b. If enabled, hardware
compares the type field of the incoming packet to a 16-bit field in the VLAN Ether Type
(VET) register. If the VLAN type field in the incoming packet matches the VET register,
the packet is then compared against the VLAN filter table array for acceptance.

The Virtual LAN ID field indexes a 4096 bit vector. If the indexed bit in the vector is
one; there is a virtual LAN match. Software might set the entire bit vector to ones if the
node does not implement 802.1q filtering. The register description of the VLAN filter
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table array is described in detail in section 10.2.5.24.

In summary, the 4096-bit vector is comprised of 128, 32-bit registers. Matching to this
bit vector follows the same algorithm as indicated in section 7.1.1 for multicast address
filtering. The VLAN Identifier (VID) field consists of 12 bits. The upper 7 bits of this field
are decoded to determine the 32-bit register in the VLAN filter table array to address
and the lower 5 bits determine which of the 32 bits in the register to evaluate for
matching.

Two other bits in the Receive Control register (see section 10.2.5.1), CFIEN and CFI,
are also used in conjunction with 802.1q VLAN filtering operations. CFIEN enables the
comparison of the value of the CFI bit in the 802.1q packet to the Receive Control
register CFI bit as acceptance criteria for the packet.

The VFE bit does not effect whether the VLAN tag is stripped. It only affects whether
the VLAN packet passes the receive filter.

Table 48 lists reception actions per control bit settings.

Packet Reception Decision Table

Is
packet CJS:E' R‘(,::EL Action
802.1q?
No X X Normal packet reception.

Receive a VLAN packet if it passes the standard filters (only).
Yes Ob Ob Leave the packet as received in the data buffer. VP bit in receive
descriptor is cleared.

Receive a VLAN packet if it passes the standard filters and the
VLAN filter table. Leave the packet as received in the data buffer
(for example, the VLAN tag would not be stripped). VP bit in
receive descriptor is cleared.

Yes Ob 1b

Receive a VLAN packet if it passes the standard filters (only). Strip
Yes 1b Ob off the VLAN information (four bytes) from the incoming packet
and store in the descriptor. Sets the VP bit in receive descriptor.

Receive a VLAN packet if it passes the standard filters and the
VLAN filter table. Strip off the VLAN information (four bytes) from
the incoming packet and store in the descriptor. Sets the VP bit in
receive descriptor.

Yes 1ib 1ib

A packet is defined as a VLAN/802.1q packet if its type field matches the VET.

LED's

The 82574L implements three output drivers intended for driving external LED circuits
per port. Each of the three LED outputs can be individually configured to select the
particular event, state, or activity, which is indicated on that output. In addition, each
LED can be individually configured for output polarity as well as for blinking versus non-
blinking (steady-state) indication.

The configuration for LED outputs is specified via the LEDCTL register. Furthermore, the
hardware-default configuration for all the LED outputs, can be specified via NVM fields,
thereby supporting LED displays configurable to a particular OEM preference.

Each of the three LED's might be configured to use one of a variety of sources for
output indication. The Mode bits control the LED source:
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e LINK_100/1000 is asserted when link is established at either 100 or 1000 Mb/s.
e LINK 10/1000 is asserted when link is established at either 10 or 1000 Mb/s.
e LINK_UP is asserted when any speed link is established and maintained.

e ACTIVITY is asserted when link is established and packets are being transmitted or
received.

e LINK/ACTIVITY is asserted when link is established AND there is NO transmit or
receive activity

e LINK_10 is asserted when a 10 Mb/s link is established and maintained.

e LINK 100 is asserted when a 100 Mb/s link is established and maintained.

e LINK_1000 is asserted when a 1000 Mb/s link is established and maintained.
e FULL_DUPLEX is asserted when the link is configured for full duplex operation.
e COLLISION is asserted when a collision is observed.

e PAUSED is asserted when the device's transmitter is flow controlled.

e LED_ON is always asserted; LED_OFF is always de-asserted.

The IVRT bits enable the LED source to be inverted before being output or observed by
the blink-control logic. LED outputs are assumed to normally be connected to the
negative side (cathode) of an external LED.

The BLINK bits control whether the LED should be blinked while the LED source is
asserted, and the blinking frequency (either 200 ms on and 200 ms off or 83 ms on and
83 ms off)1. The blink control can be especially useful for ensuring that certain events,
such as ACTIVITY indication, cause LED transitions, which are sufficiently visible to a
human eye. The same blinking rate is shared by all LEDs.

Note that the LINK/ACTIVITY source functions slightly different from the others when
BLINK is enabled. The LED is off if there is no LINK, on if there is LINK and no
ACTIVITY, and blinking if there is LINK and ACTIVITY.

Time SYNC (IEEE1588 and 802.1AS)

Overview

Measurement and control applications are increasingly using distributed system
technologies such as network communication, local computing, and distributed objects.
Many of these applications are enhanced by having an accurate system wide sense of
time achieved by having local clocks in each sensor, actuator, or other system device.
Without a standardized protocol for synchronizing these clocks, it is unlikely that the
benefits are realized in the multi-vendor system component market. Existing protocols
for clock synchronization are not optimum for these applications. For example, Network
Time Protocol (NTP) targets large distributed computing systems with ms
synchronization requirements.

1. While in Smart Power Down mode, the blinking durations are increased by 5x to 1 second and
415 ms, respectively.
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The 1588 standard specifically addresses the needs of measurement and control
systems:

Spatially localized

us to sub-us accuracy
Administration free
Accessible for both high-end devices and low-cost, low-end devices

The time sync mechanism activation is possible in full-duplex mode and with extended
descriptors only. No limitations on the wire speed although the wire speed might affect
the accuracy.

Flow and Hardware/Software Responsibilities

The operation of a Precision Time Protocol (PTP) enabled network is divided into two
stages, Initialization and time synchronization.

At the initialization stage every master enabled node starts by sending sync packets
that include the clock parameters of its clock. Upon receipt of a sync packet a node
compares the received clock parameters to its own and if the received parameters are
better, then this node moves to slave state and stops sending sync packets. When in
slave state the node continuously compares the incoming packet to its currently chosen
master and if the new clock parameters are better then the master selection is
transferred to this master clock. Eventually the best master clock is chosen. Every node
has a defined time-out interval in which if no sync packet was received from its chosen
master clock it moves back to master state and starts sending sync packets until a new
Best Master Clock (BMC) is chosen.

The time synchronization stage is different to master and slave nodes. If a node is at
master state it should periodically send a sync packet which is time stamped by
hardware on the Tx path (as close as possible to the PHY). After the sync packet a
Follow_Up packet is sent that includes the value of the timestamp kept from the sync
packet. In addition the master should timestamp Delay_Req packets on its Rx path and
return to the slave that sent it the timestamp value using a Delay_Response packet. A
node in slave state should timestamp every incoming sync packet and if it came from
its selected master, software uses this value for time offset calculation. In addition it
should periodically send Delay_Req packets in order to calculated the path delay from
its master. Every sent Delay_Req packet sent by the slave is time stamped and kept.
With the value received from the master with Delay_Response packet the slave can
now calculate the path delay from the master to the slave. The synchronization
protocol flow and the offset calculation are shown in Figure 38.
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Figure 38. Sync Flow and Offset Calculation

The hardware responsibilities are:

1.
2. Timestamp the packets on both Rx and Tx paths.

3.

4. Keep the system time in hardware and give a time adjustment service to the

Identify the packets that require time stamping.

Store the time stamp value for software.

software.

The software is responsible on:

1.

BMC protocol execution which means defining the node state (master or slave) and
selection of the master clock if in slave state.

Generate PTP packets, consume PTP packets.

Calculate the time offset and adjust the system time using hardware mechanism
for that.
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Chronological Order of Events for Sync and Path Delay

Action Responsibility | Node Role
Generate a sync packet with timestamp notification in descriptor. SwW Master
Timestamp the packet and store the value in registers (T1). HW Master

Timestamp incoming sync packet, store the value in register and store the

sourceID and sequencelD in registers (T2). HW Slave
Read the timestamp from register put in a Follow_Up packet and send. Sw Master
Once got the Follow_Up store T2 from registers and T1 from Follow_Up Ssw Slave
packet.

Generate a Delay_Req packet with timestamp notification in descriptor SwW Slave
Timestamp the packet and store the value in registers (T3). HW Slave
Timestamp incoming Delay_Req pac_ket, store the value in register and HW Master
store the sourcelD and sequencelD in registers (T4).

Read the timestamp from register and send back to Slave using a Ssw Master

Delay_Response packet.

Once got the Delay_Response packet calculate offset using T1, T2, T3 and Sw Slave

T4 values.

TimeSync Indications in Rx and Tx Packet Descriptors

Some indications need to be transferred between software and hardware regarding PTP
packets. On the Tx path the software should set the TST bit in the ExtCMD field in the
Tx advanced descriptor.

On the Rx path, hardware has two indications to transfer to software, one is to indicate
that this packet is a PTP packet (no matter if timestamp taken or not) this is also for
other types of PTP packets needed for management of the protocol this bit is set only
for the L2 type of packets (the PTP packet is identified according to its Ethertype). PTP
packets have the PACKETTYPE field set to OxE to indicate that the Etype matches the
filter number set by software to filter PTP packets. The UDP type of PTP packets don’t
need such indication since the port number (319 for event and 320 all the rest PTP
packets) directs the packets toward the time sync application. The second indication is
the TST bit in the Extended Status field of the Rx descriptor this bit indicates to the
software that time stamp was taken for this packet. Software needs to access the time
stamp registers to get the timestamp values.

Hardware Time Sync Elements

All time sync hardware elements are reset to their initial values as defined in the
registers section upon MAC reset.
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System Time Structure and Mode of Operation

The time sync logic contains an up counter to maintain the system time value. This is a
64-bit counter that is built of the SYSTIML and SYSTIMH registers. When in master
state, the SYSTIMH and SYSTIML registers should be set once by the software
according to the general system, when in slave state software should update the
system time on every sync event as described in section 7.7.3.3. Setting the system
time is done by direct write to the SYSTIMH register and fine tune setting of the
SYSTIML register using the adjustment mechanism described in section 7.7.3.3.

Read access to the SYSTIMH and SYSTIML registers should be executed in the following
manner:

1. Software reads register SYSTIML, at this stage the hardware should latch the value
of SYSTIMH.

2. Software reads register SYSTIMH the latched (from last read from SYSTIML) value
should be returned by HW.

Upon increment event the system time value should increment its value by the value
stored in TIMINCA.incvalue. Increment event happens every TIMINCA.incperiod cycles
if its one then increment event should occur on every clock cycle. The incvalue defines
the granularity in which the time is represented by the SYSTMH/L registers. For
example, if the cycle time is 16 ns and the incperiod is one then if the incvalue is 16
then the time is represented in nanoseconds if the incvalue is 160 then the time is
represented in 0.1 ns units and so on. The incperiod helps to avoid inaccuracy in cases
where the T value cannot be represented as a simple integer and should be multiplied
to get to an integer representation. The incperiod value should be as small as possible
to achieve best accuracy possible. For more details please refer to section 10.2.9.13
and the following ones.

System time registers should be implemented on a free running clock to make sure the
system time is kept valid on traffic idle times (dynamic clock gating).

Time Stamping Mechanism

The time stamping logic is located on Tx and Rx paths at a location as close as possible
to the PHY. This is to reduce delay uncertainties originating from implementation
differences. The operation of this logic is slightly different on Tx and on Rx.

The Tx part decides to timestamp a packet if the Tx timestamp is enabled and the time
stamp bit in the packet descriptor is set. On the Tx side only the time is captured.
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On the Rx this logic parses the traversing frame and if Rx timestamp is enabled and it
matches the Ethertype, UDP port (if needed), version and message type as defined in
the register described in section 10.2.9.7 the time, sourceld and sequenceld are
latched in the timestamp registers. In addition two indications in the Rx descriptor are
added, one to identify that this is a PTP packet (done with packet type, this is only for
L2 packets since on the UDP packets the port humber directs the packet to the
application) and the second (TS) to identify that a time stamp was taken for this
packet. If a PTP packet is received but does not match time stamping criteria (not an
event packet) or for some reason time stamp was not taken only the first indication is
added.

For more details please refer to the time stamp registers sections (section 10.2.9.8 or
section 10.2.9.1). The following figure defines the exact point where the time value
should be captured.

On both sides the time stamp values are locked in the registers until software access.
This means that if a new PTP packet that requires time stamp has arrived before
software accessed the previous PTP packet, the new PTP packet is not time stamped. In
some cases on the RX path a packet that was time stamped might be lost and not get
to the host, to avoid lock condition the software should keep a watch dog timer to clear
locking of the time stamp register. The value of such timer should be at least higher
then the expected interval between two Sync or Delay_Req packets (depends on
master or slave).

MessageTimestamp
Paint
Proart| Ethernet First Octet
———————— . rfeam e—hiiStadol Frame —— p¢———  following ——pig—
Octet -
Delimiter Start of Frame
"""" LI LT L
a 0 0- 0 0 0 0—0—0—0—0—0—0———
[
R

Time Stamp Point

Time Adjustment Mode of Operation

Node in time sync network can be in one of two states master or slave. When a time
sync entity is at master state it should synchronize other entities to its system clock. In
this case no time adjustments are needed. When the entity is in slave state it should
adjust its system clock by using the data arrived with the Follow_Up and
Delay_Response packets and to the time stamp values of Sync and Delay_Req packets.
When having all the values, software on the slave entity can adjust its offset in the
following manner.
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After offset calculation the system time register should be updated. This is done by
writing the calculated offset to TIMADIL and TIMADJH registers. The order should be as
follows:

1. Write the lower portion of the offset to TIMADJL.
2. Write the high portion of the offset to TIMADJH to the lower 31 bits and the sign to
the most significant bit.

After the write cycle to TIMADJH the value of TIMADJH and TIMADJL should be added
to the system time.

PTP Packet Structure

The time sync implementation supports both the 1588 V1 and V2 PTP frame formats.
The V1 structure can come only as UDP payload over IPv4 while the V2 can come over
L2 with its Ethertype or as a UDP payload over IPv4 or IPv6.The 802.1AS uses only the
layer 2 V2 format.

Offset in Bytes V1 Fields V2 Fields
Bits 76543210 76543210
0 transportSpecific! | messageId
versionPTP
1 Reserved versionPTP
2
versionNetwork messagelLength
3
4 SubdomainNumber
5 Reserved
6
flags
7
8
9
10
correctionNs
11
Subdomain
12
13
14
correctionSubNs
15
16
17
reserved
18
19
20 messageType Reserved
Source communication -
21 technology Source communication technology
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Offset in Bytes V1 Fields V2 Fields

Bits 76543210 76543210

22

23

24
Sourceuuid Sourceuuid

25

26

27

28

sourceportid sourceportid
29

30
sequenceld sequenceld

31

32 control control

33 reserved logMessagePeriod

34
flags N/A

35

1. Should be all zero.
V1 and V2 PTP Message Structure
Only the fields with the bold italic format colored red are of interest to the hardware.

PTP Message Over Layer 2

Ethernet (L2) VLAN (Optional) PTP Ethertype PTP message

PTP Message Over Layer 4

Ethernet (L2) IP (L3) | uDP PTP message |

When a PTP packet is recognized (by Ethertype or UDP port address) on the Rx side,
the version should be checked. If it is V1, then the control field at offset 32 should be
compared to control field in register described at section 10.2.9.7. Otherwise the byte
at offset 0 (messageld) should be used for comparison to messageld field.

The rest of the needed fields are at the same location and size for both V1 and V2
versions.

Message Decoding for V1 (Control Field at Offset 32)

Enumeration Value
PTP_SYNC_MESSAGE 0
PTP_DELAY_REQ_MESSAGE 1
PTP_FOLLOWUP_MESSAGE 2
PTP_DELAY_RESP_MESSAGE 3
PTP_MANAGEMENT_MESSAGE 4
Reserved 5-255
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Table 54.

Message Decoding for V2 (Messageld Field at Offset 0)

Messageld Message Type Value (Hex)
PTP_SYNC_MESSAGE Event 0
PTP_DELAY_REQ_MESSAGE Event 1
PTP_PATH_DELAY_REQ_MESSAGE Event 2
PTP_PATH_DELAY_RESP_MESSAGE Event 3
Unused 4-7
PTP_FOLLOWUP_MESSAGE General 8
PTP_DELAY_RESP_MESSAGE General 9
PTP_PATH_DELAY_FOLLOWUP_MESSAGE General A
PTP_ANNOUNCE_MESSAGE General B
PTP_SIGNALLING_MESSAGE General C
PTP_MANAGEMENT_MESSAGE General D
Unused E-F

If V2 mode is configured in section 10.2.9.8 then timestamp should be taken on
PTP_PATH_DELAY_REQ_MESSAGE and PTP_PATH_DELAY_RESP_MESSAGE for any
value in the message field in register described at section 10.2.9.7.
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Network management is an increasingly important requirement in today's networked
computer environment. Software-based management applications provide the ability to
administer systems while the operating system is functioning in a normal power state
(not in a pre-boot state or powered-down state). The Intel® System Management Bus
(SMBus) Interface and the Network Controller - Sideband Interface (NC-SI) for fills the
the 82574 management void that exists when the operating system is not running or
fully functional.

This is accomplished by providing a mechanism by which manageability network traffic
can be routed to and from a Management Controller (MC). The 82574L provides two
different and mutually exclusive bus interfaces for manageability traffic. The first is the
Intel® proprietary SMBus interface; several generations of Intel® Ethernet controllers
have provided this same interface that operates at speeds of up to 400 KHz.

The second interface is NC-SI, which is a new industry standard interface created by
the DMTF specifically for routing manageability traffic to and from a MC. The NC-SI
interface operates at 100 Mb/s full-duplex speeds.

Scope

This section describes the supported management interfaces and hardware
configurations for platform system management. It describes the interfaces to an
external MC, the partitioning of platform manageability among system components,
and the functionality provided by the 82574L in each of the platform configurations.

Pass-Through (PT) Functionality

Pass-Through (PT) is the term used when referring to the process of sending and
receiving Ethernet traffic over the sideband interface. The 82574L has the ability to
route Ethernet traffic to the host operating system as well as the ability to send
Ethernet traffic over the sideband interface to an external MC.
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Figure 40.
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Sideband Interface

The sideband interface provides a mechanism by which the 82574L can be shared
between the host and the MC. By providing this sideband interface, the MC can
communicate with the LAN without requiring a dedicated Ethernet controller to do so.
The 82574L supports two sideband interfaces:

e SMBus

e NC-SI

The usable bandwidth for either direction is up to 400 Kb/s when using the SMBus
interface and 100 Mb/s for the NC-SI interface.

Note that only one mode of sideband can be active at any given time. This
configuration is done via an NVM setting (see section 6.0 for more details).

Components of a Sideband Interface

There are two components to a sideband interface:

e Physical Layer - The electrical layer that transfers data

e Logical Layer - The agreed upon protocol that is used for communications
The MC and the 82574L must be in alignment for both of these components. For
example, the NC-SI physical interface is based on the RMII interface. However, there

are some differences at the physical level (detailed in the NC-SI specification) and the
protocol layer is completely different.

SMBus Pass-Through Interface

SMBus is the system management bus defined by Intel® Corporation in 1995. It is
used in personal computers and servers for low-speed system management
communications. The SMBus interface is one of two pass-through interfaces available in
the 82574L.
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This section describes how the SMBus interface in the 82574L operates in pass-through
mode.

General

The SMBus sideband interface includes the standard SMBus commands used for
assigning a slave address and gathering device information as well as Intel®
proprietary commands used specifically for the pass-through interface.

Pass-Through Capabilities

This section details the specific manageability capabilities the 82574L provides while in

SMBus mode.

The pass-through traffic is carried by the sideband interface as described in section 8.2.
e These services are not available in NC-SI mode.

Packet Filtering

Since the host operating system and the MC both use the 82574L to send and receive
Ethernet traffic, there needs to be a mechanism by which incoming Ethernet packets
can be identified as those that should be sent to the MC rather than the host operating
system.

In order to determine the types of traffic that is forwarded to the MC over the sideband
interface, the 82574L supports a manageability receive filtering mechanism. This
mechanism is used to determine if a received packet should be forwarded to the MC or
to the host.

Following is a list of the filtering capabilities available for the SMBus interface with the
82574L.:

e RMCP/RMCP+ ports

e Flexible UDP/TCP port filters

e 128-byte flexible filters

e VLAN

e IPv4 address

e IPv6 address

e MAC address filters

Each of these are discussed in detail later in this section.

Manageability Receive Filtering

This section describes the manageability receive packet filtering flow when using the
SMBus pass-though interface. The description applies to the capability ofthe 82574's
LAN port. A packet that is received bythe 82574 can be discarded, sent to host
memory, sent to the external MC or to both the external MC and host memory.

There are two modes of receive manageability filtering:

1. Receive All - all received packets are routed to the MC in this mode. It is enabled
by setting the RCV_TCO_EN bit (which enables packets to be routed to the MC) and
RCV_ALL bit (which routes all packets to the MC) in the management control
(MANC) register.
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Note:

Table 55.
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2. Receive Filtering - In this mode only certain types of packets are directed to the
manageability block. The MC should set the RCV_TCO_EN bit together with the
specific packet type bits in the manageability filtering registers.

The RCV_ALL bit must be cleared if filtering is enabled.

In default mode, every packet that is directed to the MC, is not directed to host
memory. The MC can also configure the 82574 to direct certain manageability packets
to host memory by setting the EN_MNG2HOST bit in the MANC register. It then needs
to configure the 82574 to send manageability packets to the host (according to their
type) by setting the corresponding bits in the MANC2H register.

An example of packets that might be necessary to send to both the MC and host
operating system might be ARP requests. If the MC configures the manageability filters
to send ARP requests to the MC; however, does not also configure the settings to also
send them to the host, then the host operating system never receives ARP requests.

The MC controls the types of packets that it receives by programming the receive
manageability filters. Following is the list of filters that are accessible to the MC:

Available Filters

Filters Functionality When Reset?

Filters Enable

General configuration of the

manageability filters Internal Power On Reset and Firmware Reset

Manageability to Host

Enables routing of manageability

packets to host Internal Power On Reset and Firmware Reset

Ma-nageability Decision Filters (;onfiguration of manageability decision Internal Power On Reset and Firmware Reset
[6:0] filters

MAC Address Unicast MAC manageability addresses Internal Power On Reset

VLAN Filters [7:0] Eight VLAN tag values Internal Power On Reset

UDP/TCP Port Filters [15:0] 16 destination port values Internal Power On Reset

'[:I;f)g]ble 128 bytes TCO Filters Length values for four flex TCO filters Internal Power On Reset

IPv4 and IPv6 Address Filters [3:0] | IP address for manageability filtering Internal Power On Reset

All filters are reset only on Internal Power On Reset. Register filters that enable filters
or functionality are also reset by firmware. These registers can be loaded from the NVM
following a reset.
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Note:

Note:

8.4.3.1

Note:
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The high-level structure of manageability filtering is done using two steps:
1. Packets are filtered by L2 criteria (MAC address and unicast/multicast/broadcast).
2. Packets are filtered by the manageability filters (port, IP, flex, etc.).

Some general rules apply:

e Fragmented packets are passed to manageability but not parsed beyond the IP
header.

e Packets with L2 errors (CRC, alignment, etc.) are never forwarded to
manageability, unless the RCTL.SBP bit is set and there is a packet size error
(greater than 1522 or shorter than 64 bytes).

The MFVAL register can enable manageability MAC, VLAN and IP filtering. These filters
also have enable bits in other registers (MAC address with RAH[15].AV, VLAN filtering
with MAVTV[3:0].En, IPv4 filtering with IPAV.IP40 and IPv6 filtering with IPAV.IP60).
Any of these filters are enabled if one of the enable bits is set to 1b.

If the manageability unit uses a dedicated MAC address/VLAN tag, it should take care
not to use L3/L4 decision filtering on top of it. Otherwise all the packets with the
manageability MAC address/VLAN tag filtered out at L3/L4 are forwarded to the host.

The following sections describe each of these stages in detail.

L2 Layer Filtering
Figure 41 shows the manageability L2 filtering. A packet passes successfully through L2
filtering if any of the following conditions are met:

1. It is a unicast packet and promiscuous unicast filtering is enabled.

2. It is a unicast packet and it matches one of the unicast MAC filters (host or
manageability).

3. It is a multicast packet and promiscuous multicast filtering is enabled.
4. It is a multicast packet and it matches one of the multicast filters.
5. It is a broadcast packet.

In case of a broadcast packet, the packet does not go through VLAN filtering (such as,
VLAN filtering is assumed to match).

Promiscuous unicast mode - Promiscuous unicast mode can be set/cleared only by the
software device driver (not by the MC), and it is usually used when the LAN device is
used as a sniffer.

Promiscuous multicast mode - Promiscuous multicast is used in LAN devices that are
used as a sniffer, and is controlled only by the software device driver. This bit can also
be used by a MC requiring forwarding of all multicasts.

Unicast filtering - the entire MAC address is checked against the 16 unicast addresses.
The 15 host unicast addresses are controlled by the software device driver (the MC
must not change them). The last unicast address (address 16) is dedicated to
management functions and is only accessed by the MC.

The MC configures manageability unicast filtering via the RAH[15] and RAL[15]
registers and enables them in the MFVAL register.
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Multicast filtering - only 12 bits out of the packet's destination MAC address are
compared against the multicast entries. These entries can be configured only by the
software device driver and cannot be controlled by the MC.

Unicast
packet &
Promiscous
UNICAST E

StartJ

NO

| UNICAST v
1 YES filter pass b

Broadcast
packet

YES

NO

Promiscous

—YES multicast YES
enable
NO
| vEs Multicast NO
| filter pass

¥ ¥

MNG filtering
{2}

Drop Packet

Figure 41. L2 Packet Filtering (Receive)
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8.4.3.2

Manageability Filtering

The manageability filtering stage combines some of the checks done at the previous
stages with additional L3/L4 checks into a final decision whether to route a packet to
the MC. The following sections describe the manageability filtering done at layers L3
and L4, followed by the final filtering rules.

_Start MNG Filtering
(2)

YES

YES RCV_ALL

ass

<
VES DEFO0?

NO

e oy
YE

This section is
part of the
general
receive filtering

YES+< BAM=1

¥

Packet to Packet to
MNG HOST Drop Packet

Figure 42.

8.4.3.3
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Manageability Filtering (Receive)

L3 and L4 Filters

ARP filtering - The 82574L supports filtering of both ARP request packets (initiated
externally) and ARP responses (to requests initiated by the MC or host).

Neighbor discovery filtering - The 82574L supports filtering of neighbor solicitation
packets (type 135). Neighbor solicitation uses the IPv6 destination address filters
defined in the IP6AT registers (all enabled IPv6 addresses are matched for neighbor
solicitation).
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Note:

8.4.3.4

Port 0x298/0x26F filtering - The 82574L supports filtering by fixed destination port
numbers, port 0x26F and port 0x298.

Flex port filtering - The 82574L implements four flex destination port filters. The
82574L directs packets whose L4 destination port matches the value of the respective
word in the MFUTP registers. The MC must insure that only valid entries are enabled in
the decision filters.

Flex TCO filters - The 82574L provides two flex TCO filters. Each filter looks for a
pattern match within the 1st 128 bytes of the packet. The MC then configures the
pattern to match into the FTFT table. The MC must ensure that only valid entries are
enabled in the decision filters.

The flex filters are temporarily disabled when read from or written to by the host. Any
packet received during a read or write operation is dropped. Filter operation resumes
once the read or write access completes.

IP address filtering - The 82574L supports filtering by IP address using IPv4 and IPv6
address filters, dedicated to manageability.

Checksum filter - If bit MANC.EN_XSUM_FILTER is set, the 82574 directs packets to the
MC only if they pass L3/L4 checksum (if they exist), in addition to matching other filters
previously described.

Manageability Decision Filters

The manageability decision filters are a set of eight filters (MDEFO —~MDEF7), each with
the same structure. The filtering rule for each of MDEFO:MDEF6 is programmed by the
MC and defines which of the L2, VLAN, and manageability filters participate in the
decision. MDEF7 is programmed by the 82574 in response to the Receive Enable
command. Any packet that passes at least one rule is directed to manageability and
possibly to the host.
Possible filtering criteria are:

e Packet passed a valid management L2 unicast address filter.

e Packet is a broadcast packet.

e Packet has a VLAN header and it passed a valid manageability VLAN filter.

e Packet matched one of the valid IPv4 or IPv6 manageability address filters.

e Packet is a multicast packet.

e Packet passed ARP filtering (request or response).

e Packet passed neighbor solicitation filtering.

o Packet passed 0x298/0x26F port filter.

e Packet passed a valid flex port filter.

e Packet passed a valid flex TCO filter.
The structure of each of the decision filters is shown in Figure 43. A boxed number

indicates that the input is conditioned on a mask bit defined in the MDEF register for
this rule. The decision filter rules are as follows:

¢ At least one bit must be set in a register. If all bits are cleared (MDEF = 0x0000),
then the decision filter is disabled and ignored.

¢ All enabled AND filters must match for the decision filter to match. An AND filter not
enabled in the register is ignored.
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e If no OR filter is enabled in the register, the OR filters are ignored in the decision

(the filter might still match).

e If one or more OR filter is enabled in the register, then at least one of the enabled

Flex TCO 1

Flex TCO 0

Flex Port 3

Flex Port 0

Port 0x26F

Port 0x298
Neighbor Discovery
ARP Response

ARP Request

Broadcast

Manageability L2 unicast
address

Multicast

IP address

VLAN

Broadcast

Manageability L2 unicast
address

OR filters must match for the decision filter to match.

==??$é5%maaa
BIEleIEl

Figure 43.

Manageability Decision Filter

A decision filter defines the filtering rules. The MC programs a 32-bit register per rule
(MDEF[6:0]) with the settings listed in section 10.2.8.11. A set bit enables its
corresponding filter to participate in the filtering decision.
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Table 56. Assignment of Decision Filters Bits
Filter AND/OR Input Mask Bits in MDEF[7:0]

L2 Unicast Address AND 0
Broadcast AND 1
Manageability VLAN AND 2

IP Address AND 3

L2 Unicast Address OR 4
Broadcast OR 5
Multicast AND 6
ARP Request! OR 7
ARP Responsel OR 8
Neighbor Solicitation OR 9

Port 0x298 OR 10
Port Ox26F OR 11
Flex Port 3:0 OR 15:12
Reserved -- 27:16
Flex TCO 1:0 OR 29:28
Reserved -- 31:30

1. IP address checking on ARP packets is controlled by MANC.DIS_IP_ADDR_for_ARP.

In default mode, packets that are directed to the MC are not directed to host memory.
The MC can also configure the 82574 to direct certain manageability packets to host
memory by setting the EN_MNG2HOST bit in the MANC register and then configuring
the 82574 to send manageability packets to the host, according to their type, by
setting the corresponding bits in the MANC2H register (one bit per each of the eight
decision rules).

All manageability filters are controlled by the MC only and not by the LAN device driver.

The Mng2Host register has the following structure:
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Table 57. Manage 2 Host

Bits Description Default

0 Decision Filter 0 Determines if packets that have passed decision filter 0 are also forwarded to the host operating
system.

1 Decision Filter 1 Determines if packets that have passed decision filter 1 are also forwarded to the host operating
system.

5 Decision Filter 2 Determines if packets that have passed decision filter 2 are also forwarded to the host operating
system.

3 Decision Filter 3 Determines if packets that have passed decision filter 3 are also forwarded to the host operating
system.

4 Decision Filter 4 Determines if packets that have passed decision filter 4 are also forwarded to the host operating
system.

5 ijl?)l(cezst and Determines if broadcast packets are also forwarded to the host operating system.

6 Global Multicast Determines if unicast packets are also forwarded to the host operating system.

7 Broadcast Determines if multicast packets are also forwarded to the host operating system.

The MC enables these filters by issuing the Update Management Receive Filter
Parameters command (see section 8.8.1.6) with the parameter of 0x60.

8.4.4 SMBus Transactions
This section gives a brief overview of the SMBus protocol.

Following is an example for a format of a typical SMBus transaction:

1 7 1 1 8 1 8 1 1
S Slave Address Wr A Command A PEC A P
1100 001 0 0 0000 0010 0 [Data Dependent] 0

The top row of the table identifies the bit length of the field in a decimal bit count. The
middle row (bordered) identifies the name of the fields used in the transaction. The last
row appears only with some transactions, and lists the value expected for the
corresponding field. This value can be either hexadecimal or binary.

The shaded fields are fields that are driven by the slave of the transaction. The un-
shaded fields are fields that are driven by the master of the transaction. The SMBus
controller is a master for some transactions and a slave for others. The differences are
identified in this document.

Shorthand field names are listed in Table 58 and are fully defined in the SMBus
specification:
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Table 58.

Shorthand Field Name

Field Name

Definition

S SMBus START Symbol
P SMBus STOP Symbol
PEC Packet Error Code
A ACK (Acknowledge)
N NACK (Not Acknowledge)
Rd Read Operation (Read Value = 1b)
Wr Write Operation (Write Value = 0b)
8.4.4.1 SMBus Addressing
The SMBus addresses (enabled from the NVM) can be re-assigned using the SMBus
ARP protocol.
In addition to the SMBus address values, all parameters of the SMBus (SMBus channel
selection, address mode, and address enable) can be set only through NVM
configuration. Note that the NVM is read at the 82574's power up and resets.
All SMBus addresses should be in Network Byte Order (NBO); MSB first.
8.4.4.2 SMBus ARP Functionality
The 82574L supports the SMBus ARP protocol as defined in the SMBus 2.0 specification
with the requirement that the 82574 be the only device on the SMBus other than the
MC (as is recommended). the 82574’s hardware configuration prevents it from
performing SMBus ARPs with other SMBus slaves on the same SMBus.
The 82574L is a persistent slave address device so its SMBus address is valid after
power-up and loaded from the NVM. The 82574L supports all SMBus ARP commands
defined in the SMBus specification both general and directed.
Note: The SMBus ARP capability can be disabled through the NVM.
8.4.4.3 SMBus ARP Flow
SMBus ARP flow is based on the status of two flags:
e AV (Address Valid): This flag is set when the 82574L has a valid SMBus address.
e AR (Address Resolved): This flag is set when the 82574L SMBus address is resolved
(SMBus address was assigned by the SMBus ARP process).
Note: These flags are internal 82574L flags and are not exposed to external SMBus devices.

Since the 82574L is a Persistent SMBus Address (PSA) device, the AV flag is always set,
while the AR flag is cleared after power up until the SMBus ARP process completes.
Since AV is always set, the 82574 always has a valid SMBus address.

When the SMBus master needs to start an SMBus ARP process, it resets (in terms of

ARP functionality) all devices on the SMBus by issuing either Prepare to ARP or Reset
Device commands. When the 82574L accepts one of these commands, it clears its AR
flag (if set from previous SMBus ARP process), but not its AV flag (The current SMBus
address remains valid until the end of the SMBus ARP process).
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Figure 44.
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Clearing the AR flag means that the 82574L responds to the following SMBus ARP
transactions that are issued by the master. The SMBus master issues a Get UDID
command (general or directed) to identify the devices on the SMBus. The 82574L
always responds to the Directed command and to the General command only if its AR
flag is not set. After the Get UDID, The master assigns the 82574L SMBus address by
issuing an Assign Address command. The 82574L checks whether the UDID matches its
own UDID and if it matches, it switches its SMBus address to the address assigned by
the command (byte 17). After accepting the Assign Address command, the AR flag is
set and from this point (as long as the AR flag is set), the 82574L does not respond to
the Get UDID General command. Note that all other commands are processed even if
the AR flag is set. The 82574L stores the SMBus address that was assigned in the
SMBus ARP process in the NVM, so at the next power up, it returns to its assigned
SMBus address.

SMBus ARP flow shows the 82574L SMBus ARP flow.

Power-Up reset

Set &4 flag; Clear AR fag
Load SMB address from

EPROM

ves
Frepare to vEs_ | ACK the comamd and
ARP ? clear AR fag

MO

Reset eS| ACK the camamd and
dervice clear AR flag
NG

VES
Set AR flag

AR fag s=t hIO. Return UDID
VES MACK packet
VE Return UDID

SMBus ARP Flow
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8.4.4.4 SMBus ARP UDID Content

The UDID provides a mechanism to isolate each device for the purpose of address
assignment. Each device has a unique identifier. The 128-bit humber is comprised of
the following fields:

1 Byte 1 Byte 2 Bytes 2 Bytes 2 Bytes 2 Bytes 2 Bytes 4 Bytes

Device Version/ Vendor Device Interface Subsystem Subsystem Vendor
Capabilities Revision 1D ID Vendor ID Device ID Specific ID
See notes notes | ox8086 | Ox10AA | 0x0004 0x0000 0x0000 See notes
that follow that that follow

follow
MSB LSB
Where:

Vendor ID:

Device ID:

Interface:

Subsystem Fields:

The device manufacturer’s ID as assigned by the SBS Implementers’ Forum
or the PCI SIG.

Constant value: 0x8086

The device ID as assigned by the device manufacturer (identified by the
Vendor ID field).

Constant value: 0x10AA

Identifies the protocol layer interfaces supported over the SMBus connection
by the device.

In this case, SMBus Version 2.0
Constant value: 0x0004

These fields are not supported and return zeros.

Device Capabilities: Dynamic and Persistent Address, PEC Support bit:

7 6 5 4 3 2 1 0
Reserved Reserved Reserved Reserved Reserved PEC
upporte
Address Type 0) 0) (0) 0) 0) s d
Ob ib Ob Ob Ob Ob Ob Ob
MSB LSB
Version/Revision: UDID Version 1, Silicon Revision:
7 6 5 4 3 2 1 0
Reserved | Reserved UDID Version Silicon Revision ID
(0) (0)
0b 0Ob 001b See the following table
MSB | | LSB
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8.4.4.5

8.4.5
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Silicon Revision ID:

Silicon Version Revision ID
AO 000b
Al 001b

Vendor Specific ID: Four LSB bytes of the device Ethernet MAC address. The device
Ethernet address is taken from words 0x2:0x0 in the NVM.

1 Byte 1 Byte 1 Byte 1 Byte

MAC Address, Byte 3 MAC Address, Byte 2 MAC Address, Byte 1 MAC Address, Byte 0

MSB LSB

Concurrent SMBus Transactions

Concurrent SMBus transactions (receive, transmit and configuration read/write) are
allowed without limitation. Transmit fragments can be sent between receive fragments
and configuration Read/Write commands can also issue between receive and transmit
fragments.

SMBus Notification Methods
The 82574L supports three methods of notifying the MC that it has information that
needs to be read by the MC:

e SMBus alert

e Asynchronous notify

e Direct receive
The notification method that is used by the 82574L can be configured from the SMBus
using the Receive Enable command. This default method is set by the NVM in the Pass-
Through Init field.
The following events cause the 82574L to send a notification event to the MC:

e Receiving a LAN packet that is designated to the MC.

e Receiving a Request Status command from the MC initiates a status response.

e Status change has occurred and the 82574L is configured to notify the external MC
at one of the status changes.

e Change in any in the Status Data 1 bits of the Read Status command.

There can be cases where the MC is hung and therefore not responding to the SMBus
notification. The 82574L has a time-out value (defined in the NVM) to avoid hanging
while waiting for the notification response. If the MC does not respond until the time
out expires, the notification is de-asserted and all pending data is silently discarded.

Note that the SMBus notification time-out value can only be set in the NVM, the MC
cannot modify this value.
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8.4.5.1

Figure 45.

8.4.5.2

SMBus Alert and Alert Response Method

The SMBus Alert# (SMBALERT_N) signal is an additional SMBus signal that acts as an
asynchronous interrupt signal to an external SMBus master. The 82574L asserts this
signal each time it has a message that it needs the MC to read and if the chosen
notification method is the SMBus alert method. Note that the SMBus alert method is an
open-drain signal which means that other devices besides the 82574L can be
connected on the same alert pin. As a result, the MC needs a mechanism to distinguish
between the alert sources.

The MC can respond to the alert, by issuing an ARA Cycle command, to detect the alert
source device. The 82574L responds to the ARA cycle with its own SMBus slave address
(if it was the SMBus alert source) and de-asserts the alert when the ARA cycle is
completes. Following the ARA cycle, the MC issues a read command to retrieve the
82574L message.

Some MCs do not implement the ARA cycle transaction. These MCs respond to an alert
by issuing a Read command to the 82574L (0xC0O/0xDO0 or OxDE). The 82574L always
responds to a Read command, even if it is not the source of the notification. The default
response is a status transaction. If the 82574L is the source of the SMBus Alert, it
replies the read transaction and then de-asserts the alert after the command byte of
the read transaction.

The ARA cycle is an SMBus receive byte transaction to SMBus Address 0001-100b. Note
that the ARA transaction does not support PEC. The ARA transaction format is as
follows:

1 7 1 1 8 1 1 1
S Alert Response Address Rd A Slave Device Address A P
Manageability Slave SMBus
0001 100 1 0 Address 0|1

SMBus ARA Cycle Format

Asynchronous Notify Method

When configured using the asynchronous notify method, the 82574L acts as a SMBus
master and notifies the MC by issuing a modified form of the write word transaction.
The asynchronous notify transaction SMBus address and data payload is configured
using the Receive Enable command or using the NVM defaults. Note that the
asynchronous notify is not protected by a PEC byte.

1 7 1 1 7 1 1
f Target Address Wr A Sending Device Address A
MC Slave Address 0 0 MNG Slave SMBus Address 0 0
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8 1 8 1)1

Data Byte Low A Data Byte High A| P

Interface 0 Alert Value 0

Figure 46. Asynchronous Notify Command Format

The target address and data byte low/high is taken from the Receive Enable command
or NVM configuration.

8.4.5.3 Direct Receive Method

If configured, the 82574L has the capability to send a message it needs to transfer to
the external MC as a master over the SMBus instead of alerting the MC and waiting for
it to read the message.

The message format follows. Note that the command that is used is the same
command that is used by the external MC in the Block Read command. The opcode that
the 82574L puts in the data is also the same as it put in the Block Read command of
the same functionality. The rules for the F and L flags (bits) are also the same as in the
Block Read command.

1 7 1 1 1 1 6 1
S Target Address Wr A F L Command A
First Last Receive TCO Command
MC Slave Address 0 0 Flag Flag 01 0000b 0
8 1 8 1 1 8 1 1
Byte Count A Data Byte 1 A A A Data Byte N A P
N 0 0 0 0

Figure 47. Direct Receive Transaction Format
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8.5

8.6

Receive TCO Flow

The 82574L is used as a channel for receiving packets from the network link and
passing them to the external MC. The MC configures the 82574L to pass these specific
packets to the MC. Once a full packet is received from the link and identified as a
manageability packet that should be transferred to the MC, the 82574L starts the
receive TCO flow to the MC.

The 82574L uses the SMBus notification method to notify the MC that it has data to
deliver. Since the packet size might be larger than the maximum SMBus fragment size,
the packet is divided into fragments, where the 82574L uses the maximum fragment
size allowed in each fragment (configured via the NVM). The last fragment of the
packet transfer is always the status of the packet. As a result, the packet is transferred
in at least two fragments. The data of the packet is transferred as part of the receive
TCO LAN packet transaction.

When SMBus alert is selected as the MC notification method, the 82574L notifies the
MC on each fragment of a multi fragment packet. When asynchronous notify is selected
as the MC notification method, the 82574L notifies the MC only on the first fragment of
a received packet. It is the MC's responsibility to read the full packet including all the
fragments.

Any timeout on the SMBus notification results in discarding the entire packet. Any
NACK by the MC causes the fragment to be re-transmitted to the MC on the next
Receive Packet command.

The maximum size of the received packet is limited by the 82574L hardware to 1536
bytes. Packets larger then 1536 bytes are silently discarded. Any packet smaller than
1536 bytes is processed by the 82574L.

Transmit TCO Flow

The 82574L is used as the channel for transmitting packets from the external MC to the
network link. The network packet is transferred from the MC over the SMBus and then,
when fully received by the 82574L, is transmitted over the network link.

The 82574L supports packets up to an Ethernet packet length of 1536 bytes. Since
SMBus transactions can only be up to 240 bytes in length, packets might need to be
transferred over the SMBus in more than one fragment. This is achieved using the F
and L bits in the command number of the transmit TCO packet Block Write command.
When the F bit is set, it is the first fragment of the packet. When the L bit is set, it is the
last fragment of the packet. When both bits are set, the entire packet is in one
fragment. The packet is sent over the network link, only after all its fragments are
received correctly over the SMBus. The maximum SMBus fragment size is defined
within the NVM and cannot be changed by the MC.

If the packet sent by the MC is larger than 1536 bytes, than the packet is silently
discarded by the 82574L. The minimum packet length defined by the 802.3 spec is 64
bytes. The 82574L pads packets that are less than 64 bytes to meet the specification
requirements (there is no need for the external MC to pad packets less than 64 bytes).
If the packet sent by the MC is larger than 1536 bytes the 82574L silently discards the
packet.

The 82574L calculates the L2 CRC on the transmitted packet and adds its four bytes at
the end of the packet. Any other packet field (such as XSUM) must be calculated and
inserted by the MC (the 82574L does not change any field in the transmitted packet,
other than adding padding and CRC bytes).
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If the network link is down when the 82574L has received the last fragment of the
packet from the MC, it silently discards the packet. Note that any link down event
during the transfer of any packet over the SMBus does not stop the operation since the
82574L waits for the last fragment to end to see whether the network link is up again.

8.6.1 Transmit Errors in Sequence Handling
Once a packet is transferred over the SMBus from the MC to the 82574L, the Fand L
flags should follow specific rules. The F flag defines that this is the first fragment of the
packet; the L flag defines that the transaction contains the last fragment of the packet.
Flag options during transmit packet transactions lists the different flag options in
transmit packet transactions:

Table 59. Flag Options During Transmit Packet Transactions

Previous Current Action/Notes
Last First Accept both.
. Error for the current transaction. Current transaction is discarded and an abort status is

Last Not First asserted.

Error in previous transaction. Previous transaction (until previous First) is discarded.
Not Last First Current packet is processed.

No abort status is asserted.
Not Last Not First Process the current transaction.

Note: Since every other Block Write command in TCO protocol has both Fand L flags on, they
cause flushing any pending transmit fragments that were previously received. When
running the TCO transmit flow, no other Block Write transactions are allowed in
between the fragments.

8.6.2 TCO Command Aborted Flow
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The 82574L indicates to the MC an error or an abort condition by setting the TCO Abort
bit in the general status. The 82574L might also be configured to send a notification to
the MC (see section 8.8.1.3.3).
Following is a list of possible error and abort conditions:

e Any error in the SMBus protocol (NACK, SMBus timeouts, etc.).

e Any error in compatibility between required protocols to specific functionality (for
example, RX Enable command with a byte count not equal to 1/14, as defined in
the command specification).

e If the 82574L does not have space to store the transmitted packet from the MC (in
its internal buffer space) before sending it to the link, the packet is discarded and
the external MC is notified via the Abort bit.

e Errorin the F/L bit sequence during multi-fragment transactions.
e An internal reset to the 82574L's firmware.
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8.7

Note:

8.7.1

SMBus ARP Transactions
All SMBus ARP transactions include the PEC byte.

Prepare to ARP

This command clears the Address Resolved flag (set to false). It does not affect the
status or validity of the dynamic SMBus address and is used to inform all devices that
the ARP master is starting the ARP process:

1 7 1 1 8 1 8 1 1
S Slave Address Wr A Command A PEC A P
1100 001 0 0 0000 0001 0 [Data Dependent Value] 0

8.7.2

Reset Device (General)

This command clears the Address Resolved flag (set to false). It does not affect the
status or validity of the dynamic SMBus address.

1 7 1 1 8 1 8 1 1
f | fun)CammeCFF| 1e | o | 2w00h4m o | kn2 A P
1100 001 0 0 0000 0010 0 [Data Dependent Value] 0
8.7.3 Reset Device (Directed)

The Command field is NACKed if bits 7:1 do not match the current 82574L SMBus
address. This command clears the Address Resolved flag (set to false) and does not
affect the status or validity of the dynamic SMBus address.

1 7 1 1 8 1 8 1| 1

S Slave Address Wr A Command A PEC A P

1100 001 o |o Ta;ggﬁzgssraa/e 0 | [Data Dependent Value] | 0
8.7.4 Assign Address

This command assigns the 82574L SMBus address. The address and command bytes
are always acknowledged.
The transaction is aborted (NACKed) immediately if any of the UDID bytes is different
from the 82574L UDID bytes. If successful, the manageability system internally
updates the SMBus address. This command also sets the Address Resolved flag (set to
true).

1 7 1 1 8 1 8 1

S Slave Address Wr A Command A Byte Count oo

1100 001 0 0 0000 0100 0 0001 0001
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8 1 8 1 8 1 8 1

Data 1 A Data 2 A Data 3 A Data 4 A cee

UDID Byte 15 0 | uDIDByte14 | 0 | UDIDByte13 | 0 | UDIDByte12 | 0

(MSB)
8 1 8 1 8 1 8 1
Data 5 A Data 6 A Data 7 A Data 8 A XX

UDID Byte 11 0 UDID Byte 10 0 UDID Byte 9 0 UDID Byte 8 0

8 1 8 1 8 1
Data 9 A Data 10 A Data 11 A eee
UDID Byte 7 0 UDID Byte 6 0 UDID Byte 5 0
8 1 8 1 8 1 8 1
Data 12 A Data 13 A Data 14 A Data 15 A eoe
UDID Byte 4 0 UDID Byte 3 0 UDID Byte 2 0 UDID Byte 1 0

8 1 8 1 8 1 1
Data 16 A Data 17 A PEC Al P
UDID Byte 0 (LSB) 0 Assigned Address 0 [Data Dependent Value] 0

8.7.5 Get UDID (General and Directed)
The general get UDID SMBus transaction supports a constant command value of 0x03
and in directed, supports a Dynamic command value equal to the dynamic SMBus
address.
If the SMBus address has been resolved (Address Resolved flag set to true), the
manageability system does not acknowledge (NACK) this transaction. If its a General
command, the manageability system always acknowledges (ACKs) as a directed
transaction.
This command does not affect the status or validity of the dynamic SMBus address or
the Address Resolved flag.

S Agldar‘:;s Wr A Command A S coe
1100 001 0 0 See Below 0
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Note:

7 1 8 1
Slave Address Rd Byte Count A (XX}
1100 001 1 0001 0001 0
8 8 1 8 1 8 1
Data 1 Data 2 A Data 3 A Data 4 A coe
UDID Byte 15 (MSB) UDIDByte14 | O | UDIDByte13 | O | UDIDByte12 | 0
8 1 8 1 8 1 8 1
Data 5 A Data 6 A Data 7 A Data 8 A XX}
UDID Byte 11 0 UDID Byte 10 0 | UDIDByte9 | 0 UDID Byte 8 0
8 1 8 1 8 1
Data 9 A Data 10 A Data 11 A XX}
UDID Byte 7 0 UDID Byte 6 0 UDID Byte 5 0
8 1 8 1 8 1 8 1
Data 12 A Data 13 A Data 14 A Data 15 A cee
UDID Byte 4 0 UDID Byte 3 0 UDID Byte 2 0 UDID Byte 1 0
8 8 1 8 1 1
Data 16 Data 17 A PEC ~A P
UDID Byte 0 (LSB) Device Slave Address 0 [Data Dependent Value] 1

The Get UDID command depends on whether or not this is a Directed or General

command.

The General Get UDID SMBus transaction supports a constant command value of 0x03.

The Directed Get UDID SMBus transaction supports a Dynamic command value equal to
the dynamic SMBus address with the LSB bit set.

Bit 0 (LSB) of Data byte 17 is always 1b.
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8.8 SMBus Pass-Through Transactions

This section details all of the commands (both read and write) that the 82574L SMBus
interface supports for pass-through.

8.8.1 Write Transactions

This section details the commands that the MC can send to the 82574L over the SMBus
interface. The SMBus write transactions table lists the different SMBus write
transactions supported by the 82574L.

TCO Command Transaction Command Fragmentation Section
First: 0x84
Transmit Packet Block Write Middle: 0x04 Multiple 8.8.1.1
Last: 0x44
Transmit Packet Block Write Single: 0xC4 Single 8.8.1.1
Request Status Block Write Single: 0xDD Single 8.8.1.2
Receive Enable Block Write Single: OxCA Single 8.8.1.3
Force TCO Block Write Single: 0xCF Single 8.8.1.4
M t ) ) .
ng;%?men Block Write Single: 0xC1 Single 8.8.1.5
Update MNG RCV ; ] . .
Filter Parameters Block Write Single: 0xCC Single 8.8.1.6
8.8.1.1 Transmit Packet Command
Note: If the overall packet length is greater than 1536 bytes, the packet is silently discarded

by the 82574L.

8.8.1.2 Request Status Command

An external MC can initiate a request to read the 82574L manageability status by
sending a Request Status command. When received, the 82574L initiates a notification
to an external MC (when status is ready), after which, an external MC is able to read
the status by issuing this command. The format is as follows:

. Byte
Function Command Count Data 1
Request
Status 0xDD 1 0
8.8.1.3 Receive Enable Command

The Receive Enable command is a single fragment command used to configure the
82574L. This command has two formats: short, 1-byte legacy format (providing
backward compatibility with previous components) and long, 14-byte advanced format
(allowing greater configuration capabilities). The Receive Enable command format is as
follows:
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. Byte Data Data Data Data Data Data Data
Function CMD Count Data 1 2 7 8 11 12 13 14
Legacy Receive
Receive 0xCA 1 Control - |- - |- - - -
Enable Byte
Advanced MAC MAC P MC Alert
Receive (lgon) Addr Addr | Addr addr | smpus | UFDAt | vaie
Enable LSB MSB LSB Addr Y Byte

Table 60. Receive Control Byte (Data Byte)
Field Bit(s) Description
Receive TCO Enable.
Ob: Disable receive TCO packets.
1b: Enable Receive TCO packets.
RCV EN 0 Setting this bit enables all manageability receive filtering operations.

- Enabling specific filters is done via the NVM or through special configuration

commands.
Note: When the RCV_EN bit is cleared, all receive TCO functionality is
disabled, not just the packets that are directed to the MC .
Receive All Enable.
Ob: Disable receiving all packets.
RCV ALL 1 1b: Enable receiving all packets.

- Forwards all packets received over the wire that passed L2 filtering to the
external MC. This flag has no effect if bit 0 (Enable TCO packets) is
disabled.

Enable Status Reporting.

EN_STA 2 Ob: Disable status reporting.
1b: Enable status reporting.

Reserved 3 Reserved, Must be set to 0b
Notification Method. Define the notification method the 82574L uses.
00b: SMBUS Alert.

NM 5:4 01b: Asynchronous notify.
10b: Direct receive.
11b: Not supported.

Reserved 6 Reserved. Must be set to 1b.
Configure the MC Dedicated MAC Address.
Note: This bit should be Ob when the RCV_EN bit (bit 0) is not set.
Ob: The 82574L shares the MAC address for MNG traffic with the host MAC
address, which is specified in NVM words 0x0-0x2.
1b: The 82574L uses the MC dedicated MAC address as a filter for incoming
receive packets.
The MC MAC address is set in bytes 2-7 in this command.

CBDM 7 If a short version of the command is used, the 82574 uses the MAC address
configured in the most recent long version of the command in which the
CBDM bit was set.
When the dedicated MAC address feature is activated, the 82574 uses the
following registers to filter in all the traffic addressed to the MC MAC. The
MC should not modify these registers as follows: Manageability Decision
Filter - MDEF7 (and corresponding bit 7 in Management Control To Host
Register - MANC2H), Receive Address Low - RAL15 and Receive Address
High - RAH15 (and corresponding bit O of Manageability Filters Valid -
MFVAL).
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8.8.1.3.1

8.8.1.3.2

8.8.1.3.3

8.8.1.3.4

8.8.1.3.5

8.8.1.4
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Management MAC Address (Data Bytes 7:2)
Ignored if the CBDM bit is not set. This MAC address is used to configure the dedicated

MAC address. This MAC address is also used when CBDM bit is set in subsequent short
versions of this command.

Management IP Address (Data Bytes 11:8)

The 82574L does not support an SMBus ARP response. As a result, the Management IP
address field is ignored in the 82574L.

Asynchronous Notification SMBus Address (Data Byte 12)

This address is used for the asynchronous notification SMBus transaction and for direct
receive.

Interface Data (Data Byte 13)

Interface data byte used in asynchronous notification.

Alert Value Data (Data Byte 14)

Alert Value data byte used in asynchronous notification.

Force TCO Command

This command causes the 82574L to perform a TCO reset, if Force TCO reset is enabled
in the NVM. The force TCO reset clears the data path (Rx/Tx) of the 82574L to enable
the MC to transmit/receive packets through the 82574L. This command should only be
used when the MC is unable to transmit receive and suspects that the 82574L is
inoperable. This command also causes the LAN device driver to unload. It is
recommended to perform a system restart to resume normal operation.

The 82574L considers the Force TCO command as an indication that the operating
system is hung and clears the DRV_LOAD flag. The Force TCO Reset command format
is as follows:

. Byte
Function Command Count Data 1
Force TCO
Reset OxCF 1 TCO Mode

Where TCO Mode is:

Field Bit(s) Description

Perform TCO Reset.
0Ob: Do nothing.
1b: Perform TCO reset.

DO_TCO_RST | 0

Reserved 7:1

Reserved (set to 0x00).
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8.8.1.5

Note:

intel)

This command is used to set generic manageability parameters. The parameters list is
shown in Management Control Command Parameters/Content. The command is 0xC1
stating that it is a Management Control command. The first data byte is the parameter
number and the data after words (length and content) are parameter specific as shown
in Management Control Command Parameters/Content.

Management Control

If the parameter that the MC sets is not supported by the 82574L. The 82574L does not
NACK the transaction. After the transaction ends, the 82574L discards the data and
asserts a transaction abort status.

The Management Control command format is as follows:

Function

Command

Byte
Count

Data 1

Data 2

Data N

Management Control

0xC1

Parameter
Number

Parameter Dependent

Table 61.

Management Control Command Parameters/Content

Parameter

#

Parameter Data

Keep PHY Link Up 0x00

A single byte parameter:

Data 2:

Bit 0: Set to indicate that the PHY link for this port should be
kept up throughout system resets. This is useful when the
server is reset and the MC needs to keep connectivity for a
manageability session.

Bit [7:1] Reserved.
Ob: Disabled.
1b: Enabled.

8.8.1.6

Note:

Update Management Receive Filter Parameters

This command is used to set the manageability receive filters parameters. The
command is OXCC. The first data byte is the parameter number and the data that
follows (length and content) are parameter specific as listed in management RCV filter
parameters.

If the parameter that the MC sets is not supported by the 82574L, then the 82574L
does not NACK the transaction. After the transaction ends, the 82574L discards the
data and asserts a transaction abort status.

The update management RCV receive filter parameters command format is as follows:

Function

Command

Byte
Count

Data 1

Data
2

Data N

Update Manageability
Filter Parameters

0xCC

Parameter
Number

Parameter Dependent
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Management RCV filter parameters lists the different parameters and their content.

Table 62. Management RCV Filter Parameters
Parameter Number Parameter Data
Defines the generic filters configuration. The structure of this parameter is four
Filters Enables oxi bytes as the MANC register.
Note: The general filter enable is in the Receive Enable command that enables
receive filtering.
This parameter defines which of the packet types identified as manageability
I\C/Igr?faigsrn;;g;'to'HOSt OxA packets in the receive path are directed to the host memory.
d Data 5:2 = MANC2H register bits.
Flex Filter 0 Mask.
Flex Filter 0 Enable Mask 0x10 Data 17:2 = Mask. Bit 0 in data 2 is the first bit of the mask.
and Length Data 19:18 = Reserved. Should be set to 00b.
Date 20 = Flexible filter length.
Data 2 = Group of flex filter’s bytes:
0x0 = bytes 0-29
0x1 = bytes 30-59
0x2 = bytes 60-89
Flex Filter 0 Data Ox11 0x3 = bytes 90-119
0x4 = bytes 120-127
Data 3:32 = Flex filter data bytes. Data 3 is LSB.
Group's length is not a mandatory 30 bytes; it might vary according to filter's
length and must NOT be padded by zeros.
Flex Filter 1 Enable Mask ]
and Length 0x20 Same as parameter 0x10 but for filter 1.
Flex Filter 1 Data 0x21 Same as parameter Ox11 but for filter 1.
Four bytes to determine which of the 82574L filter registers contain valid data.
Loaded into the MFVALO and MFVAL1 registers. Should be updated after the
) ) contents of a filter register are updated.
Filters Valid 0x60 Data 2: MSB of MFVAL.
Data 5: LSB of MFVAL.
Five bytes are required to load the manageability decision filters (MDEF).
Data 2: Decision filter number (0..6).
Decision Filters 0x61 Data 3: MSB of MDEF register for this decision filter.
Data 6: LSB of MDEF register for this decision filter.
Three bytes are required to load the VLAN tag filters.
: Data 2: VLAN filter number.
VLAN Filters 0x62 Data 3: MSB of VLAN filter.
Data 4: LSB of VLAN filter.
Three bytes are required to load the manageability flex port filters.
’ Data 2: Flex port filter number.
Flex Port Filters 0x63 Data 3: MSB of flex port filter.
Data 4: LSB of flex port filter.
Five bytes are required to load the IPv4 address filter.
Data 2: IPv4 address filter number (3:0).
IPv4 Filters 0x64 Data 3: MSB of IPv4 address filter.

Data 6: LSB of IPv4 address filter.
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Parameter Number

Parameter Data

IPv6 Filters

0x65

17 bytes are required to load the IPv6 address filter.
Data 2: IPv6 address filter number (3:0).
Data 3: MSB of IPv6 address filter.

Data 18: LSB of IPv6 address filter.

MAC Filters

0x66

Seven bytes are required to load the MAC address filters.
Data 2: Must be set to 0x0.
Data 3: MSB of MAC address.

Data 8: LSB of MAC address.

8.8.2

Table 63.

Read Transactions (82574L to MC)

This section details the pass-through read transactions that the MC can send to the
82574L over the SMBus.

SMBus read transactions lists the different SMBus read transactions supported by the
82574L. All the read transactions are compatible with SMBus read block protocol

format.

SMBus Read Transactions

TCO Command Transaction Command Opcode Fragments Section
First: 0x90
Receive TCO Packet | Block Read | OX20°f Middle: 0x10 Multiple 8.8.2.1
Last!: 0x50
0xDO0 or
Read Status Block Read 0xCO or Single: 0xDD Single 8.8.2.2
OxDE
Get System MAC - X :
Address Block Read 0xD4 Single: 0xD4 Single 8.8.2.3
Read Management . X -
Parameters Block Read 0xD1 Single: 0xD1 Single 8.8.2.4
Read Management
RCV Filter Block Read 0xCD Single: 0xCD Single 8.8.2.5
Parameters
Read Receive Enable ) . )
Configuration Block Read OxDA Single: 0xDA Single 8.8.2.6

1. The last fragment of the receive TCO packet is the packet status.

0xCO0 or 0xD0O commands are used for more than one payload. If MC issues these read
commands, and the 82574L has no pending data to transfer, it always returns as
default opcode 0xDD with the 82574L status and does not NACK the transaction.
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8.8.2.1 Receive TCO LAN Packet Transaction

The MC uses this command to read packets received on the LAN and its status. When
the 82574L has a packet to deliver to the MC, it asserts the SMBus notification for the
MC to read the data (or direct receive). Upon receiving notification of the arrival of a
LAN receive packet, the MC begins issuing a Receive TCO packet command using the
block read protocol.
A packet can be transmitted to the MC in at least two fragments (at least one for the
packet data and one for the packet status). As a result, MC should follow the F and L bit
of the op-code.
The op-code can have these values:

e 0x90 - First Fragment

e 0x10 - Middle Fragment

e When the opcode is 0x50, this indicates the last fragment of the packet, which

contains packet status.
If a notification timeout is defined (in the NVM) and the MC does not finish reading the
whole packet within the timeout period, since the packet has arrived, the packet is
silently discarded.
Following is the receive TCO packet format and the data format returned from the
82574L.
Function Command

Receive TCO Packet

0xCO0 or 0xDO

Byte Data 1
Function Co{mt (Op- Data 2 Data N
Code)
Receive TCO First N 0x90 Packet Packet Data
Fragment Data Byte Byte
Receive TCO Middle Packet
Fragment N 0x10 Data Byte
Receive TCO Last 0x50 Packet
Fragment Data Byte
8.8.2.1.1 Receive TCO LAN Status Payload Transaction
This transaction is the last transaction that the 82574L issues when a packet received
from the LAN is transferred to the MC. The transaction contains the status of the
received packet.
The format of the status transaction is as follows:
Bvte Data 1
Function C Y (Op- Data 2 - Data 17 (Status Data)
ount
Code)
Receive TCO Long Status 17 (0x11) 0x50 See Below
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The status is 16 bytes where byte 0 (bits 7:0) is set in Data 2 of the status and byte 15

in Data 17 of the stat

us.
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TCO LAN packet status data lists the content of the status data.
Table 64. TCO LAN Packet Status Data
Name Bits Description
Packet Length 13:0 Packet length including CRC, only 14 LSB bits.
Reserved 24:14 Reserved.
CRC 25 CRC Insert (CRC insertion is needed).
Reserved 28:26 Reserved.
VEXT 29 Additional VLAN present in packet.
VP 30 VLAN Stripped (VLAN TAG insertion is needed).
Reserved 33:31 Reserved.
Flow 34 TX/RX Packet (Packet Direction (Ob = Rx, 1b = Tx).
LAN 35 LAN number.
Reserved 39:36 Reserved.
Reserved 47:40 Reserved.
VLAN 63:48 The two bytes of the 2 header tag.
Error 71:64 See Error Status Information.
Status 79:72 See Status Info.
Reserved 87:80 Reserved.
MNG Status 127:88 'g?;stufgld should be ignored if Receive TCO is not enabled (see Management
Bit descriptions of each field in can be found in section 10.0.
Table 65. Error Status Information
Field Bits Description
RXE 7 RX Data Error
IPE 6 IPv4 Checksum Error
TCPE 5 TCP/UDP Checksum Error
CXE 4 Carrier Extension Error
Rsv 3 Reserved
SEQ 2 Sequence Error
SE 1 Symbol Error
CE 0 CRC Error or Alignment Error
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Table 66. Status Info

Field Bits Description
UDPV 7 Checksum field is valid and contains checksum of UDP fragment header
IPIDV 6 IP Identification Valid
CRC32V 5 \(;Ilz(s:fiir;/dalld bit indicates that the CRC32 check was done and a valid result
Reserved 4 Reserved
IPCS 3 IPv4 Checksum Calculated on Packet
TCPCS 2 TCP Checksum Calculated on Packet
UDPCS 1 UDP Checksum Calculated on Packet
Reserved 0 Reserved

Table 67. Management Status

Name Bits Description

Pass RMCP 0x026F 0 Set when the UDP/TCP port of the manageability packet is
0x26F.

Pass RMCP 0x0298 1 Set when the UDP/TCP port of the manageability packet is
0x298.

Pass MNG Broadcast 2 Set when the manageability packet is a broadcast packet.

Pass MNG Neighbor 3 Set when the manageability packet neighbor discovery packet.

Pass ARP Request/ARP 4 Set when the manageability packet is ARP response/request

Response packet.

Reserved 7:5 Reserved.

Pass MNG VLAN Filter Index 10:8 Reserved.

MNG VLAN Address Match 11 Set when the manageability packet match one of the MNG

VLAN filters.

Unicast Address Index

14:12 Match any of the four unicast MAC address.

Unicast Address Match

15 Match any of the four unicast MAC address.

L4 port Filter Index

22:16 Indicate the flex filter number.

L4 port Match

23 Match any of the UDP/TCP port filters.

Flex TCO Filter Index

If bit 27 is set, this field indicates which TCO filter was

26:24 matched.

Flex TCO Filter Match

27 Set if a flexible filter matched.

IP Address Index

29:28 IP filter number. (IPv4 or IPv6).

IP Address Match

30 Match any of the IP address filters.

IPv4/IPv6 Match

IPv4 match or IPv6 match. This bit is valid only if bit 30 (IP

< match bit) or bit 4 (ARP match bit) are set.

Decision Filter Match

39:32 Match decision filter.
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8.8.2.2 Read Status Command
The MC should use this command after receiving a notification from the 82574L (such
as SMBus Alert). The 82574L also sends a notification to the MC in either of the
following two cases:

e The MC asserts a request for reading the status.
e The 82574L detects a change in one of the Status Data 1 bits (and was set to send
status to the MC on status change) in the Receive Enable command.

Note: Commands 0xC0/0xDO0 are for backward compatibility and can be used for other
payloads. The 82574L defines these commands in the opcode as well as which payload
this transaction is. When the 0XDE command is set, the 82574 always returns opcode
0XDD with the 82574 status. The MC reads the event causing the notification, using the
Read Status command as follows:

Note: The 82574L response to one of the commands (0xCO or 0xDO0) in a given time as
defined in the SMBus Notification Timeout and Flags word in the NVM.

Function Command
0XCO0 or
Read Status 0XDO or
OXDE
Data 2
. Byte Data 1 Data 3
Function Count (Op-Code) I()Sattaatlg (Status Data 2)
Recelve TCO Partial 3 0XDD See Below

Status Data Byte 1 lists the status data byte 1 parameters.
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Table 68. Status Data Byte 1
Bit Name Description

7 Reserved Reserved.
1b=AT mman rt event rri ince the last r tat le.

6 TCO Command Aborted OE =A ng zgmm:nj Zgzrt :v:nt Z?dcioteicscu:esincee fl'?e I::tdrz:aad usstactylljcsecycle.

5 Link Status Indication (1)E _ tﬁm :::t Sg‘.Nn'

4 Reserved Reserved.

3 Initialization Indication Ob = An NVM reload event has not occurred since the last Read Status cycle.
1b = An NVM reload event has occurred since the last Read Status cyclel.

2 Reserved Reserved.
00b = Dr state.

1:0 Power State 01b = DOu state.

10b = DO state.
11b = D3 state?.

1. This indication is asserted when the 82574 manageability block reloads the NVM and its internal database is updated to the NVM
default values. This is an indication that the external MC should reconfigure the 82574, if other values other than the NVM default
should be configured.

2. Insingle-address mode, the 82574 reports the highest power-state modes in both devices. The "D" state is marked in this order:
DO, DOu, Dr, and D3.
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Status data byte 2 is used by the MC to indicate whether the LAN device driver is alive
and running.

The LAN device driver valid indication is a bit set by the LAN device driver during
initialization; the bit is cleared when the LAN device driver enters a Dx state or is
cleared by the hardware on a PCI reset.

Bits 2 and 1 indicate that the LAN device driver is stuck. Bit 2 indicates whether the
interrupt line of the LAN function is asserted. Bit 1 indicates whether the LAN device
driver dealt with the interrupt line before the last Read Status cycle. Table 69 lists
status data byte 2.
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Table 69. Status Data Byte 2
Bit Name Description
5 Reserved Reserved.
4 Reserved Reserved.
3 Driver Valid Indication Ob = LAN driver is not alive.

1b = LAN driver is alive.

1b = LAN interrupt line is asserted.

2 I P ing Indicati
nterrupt Pending Indication Ob = LAN interrupt line is not asserted.
1b = ICR register was read since the last read status cycle.
1 ICR Register Read/Write Ob =.ICR reglster. wa}s not read since Fhe last read sta-tus cycle.
Reading the ICR indicates that the driver has dealt with the
interrupt that was asserted.
0 Reserved Reserved
Notes:
1. The LAN device driver alive indication is set if one of the LAN device drivers is alive.
2. The LAN interrupt is considered asserted if one of the interrupt lines is asserted.
3. The ICR is considered read if one of the ICRs was read (LAN 0 or LAN 1).
Status Data Byte 2 (bits 2 and 1) lists the possible values of bits 2 and 1 and what the
MC can assume from the bits:
Table 70. Status Data Byte 2 (Bits 2 and 1)
Previous Current Description
Don’t Care 00b Interrupt is not pending (OK).
00b 01b New interrupt is asserted (OK).
10b 01lb New interrupt is asserted (OK).
11b O1lb Interrupt is waiting for reading (OK).
Interrupt is waiting for reading by the driver for more than
01lb 01lb one read cycle (not OK).
Possible drive hang state.
Don’t Care 11b (Pg%ious interrupt was read and current interrupt is pending
Don’t Care 10b Interrupt is not pending (OK).
Note: The MC reads should consider the time it takes for the LAN device driver to deal with

the interrupt (in ps). Note that excessive reads by the MC can give false indications.
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8.8.2.3

Note:

8.8.2.4

Note:

Note:

234

Get System MAC Address

The Get System MAC Address returns the system MAC address over to the SMBus. This
command is a single-fragment Read Block transaction that returns the following data:

This command returns the MAC address configured in NVM offset 0.

Get system MAC address format:

Function Command

Get system MAC address 0xD4

Data returned from the 82574:

. Data 1 (Op-
Function Byte Count Code) Data 2 Data 7
Get system MAC
address 7 0xD4 MAC address MSB ...| MAC address LSB

Read Management Parameters

In order to read the management parameters the MC should execute two SMBus
transactions. The first transaction is a block write that sets the parameter that the MC
wants to read. The second transaction is block read that reads the parameter.

Block write transaction:

Function Command Byte Count Data 1
Parameter
Management control request 0xC1 1 number

Following the block write the MC should issue a block read that reads the parameter
that was set in the Block Write command:

Function Command

Read management parameter 0xD1

Data returned from the 82574:

. Data 1 (Op- Data Data
Function Byte Count Code) Data 2 3 N
Read management
parameter N 0xD1 Parameter number | Parameter dependent

The returned data is in the same format of the MC command.

The parameter that is returned might not be the parameter requested by the MC. The
MC should verify the parameter number (default parameter to be returned is 0x1).

If the parameter number is OxFF, it means that the data that was requested from the
82574 is not ready yet.The MC should retry the read transaction.
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8.8.2.5

Note:

Note:

It is responsibility of the MC to follow the procedure previously defined. When the MC
sends a Block Read command (as previously described) that is not preceded by a Block
Write command with bytecount=1, the 82574 sets the parameter number in the read
block transaction to be OxFE.

Read Management Receive Filter Parameters

In order to read the MNG RCYV filter parameters, the MC should execute two SMBus
transactions. The first transaction is a block write that sets the parameter that the MC
wants to read. The second transaction is block read that read the parameter.

Block write transaction:

Function Command | Byte Count Data 1 Data 2

Update MNG RCYV filter

parameters 0xCC lor2 Parameter number Parameter data

The different parameters supported for this command are the same as the parameters
supported for update MNG receive filter parameters.

Following the block write the MC should issue a block read that reads the parameter
that was set in the Block Write command:

Function Command

Request MNG RCV filter parameters 0xCD

Data returned from the 82574:

. Data 1 (Op-
Function Byte Count Code) Data 2 Data 3 Data N
Read MNG RCV filter Parameter
parameters N 0xCD number Parameter dependent

The parameter that is returned might not be the parameter requested by the MC. The
MC should verify the parameter number (default parameter to be returned is 0x1).

If the parameter number is OxFF, it means that the data that was requested from the
82574 should supply is not ready yet. The MC should retry the read transaction.

It is MC responsibility to follow the procedure previously defined. When the MC sends a
Block Read command (as previously described) that is not preceded by a Block Write

command with bytecount=1, the 82574 sets the parameter number in the read block

transaction to be OxFE.
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Parameter # Parameter Data
Filters Enable 0x01 None
MANC2H Configuration 0x0A None

Flex Filter 0 Enable Mask and 0x10 None

Length
Data 2: Group of Flex Filter’s Bytes:
0x0 = bytes 0-29

Flex Filter O Data ox11 | 0xi = bytes30-59

0x2 = bytes 60-89
0x3 = bytes 90-119
0x4 = bytes 120-127

Flex Filter 1 Enable Mask and 0x20 None

Length
Flex Filter 1 Data 0x21 Same as parameter Ox11 but for filter 1.
Filters Valid 0x60 None

One byte to define the accessed manageability decision filter
Decision Filters 0x61 (MDEF)
Data 2 - Decision Filter number (0..6)

One byte to define the accessed VLAN tag filter (MAVTV)

VLAN Filters 0X62 | pata 2 - VLAN Filter number

One byte to define the accessed manageability flex port filter
Flex Ports Filters 0x63 | (MFUTP).
Data 2 - Flex Port Filter number

One byte to define the accessed IPv4 address filter (MIPAF)

IPv4 Filter 0x64 Data 2 - IPv4 address filter number

One byte to define the accessed IPv6 address filter (MIPAF)

IPV6 Filters 0x65 Data 2 - IPv6 address filter number

One byte to define the accessed MAC address filters pair
MAC Filters 0x66 (MMAL, MMAH)
Data 2 - Must be set to 0x0.

8.8.2.6 Read Receive Enable Configuration

The MC uses this command to read the receive configuration data. This data can be
configured when using Receive Enable command or through the NVM.

Read Receive Enable Configuration command format (SMBus Read Block) is as follows:
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Function Command

Read
Receive OxDA
Enable

Data returned from the 82574L.:

Function

Data 1
(Op- Data 2
Code)

Byte

Data Data Data Data Data Data Data
Count

Read
Receive
Enable

Receive MAC MAC IP IP Addr MC I/F Alert
OxDA Control Addr Addr Addr MSB SMBus Data Value
Byte LSB MSB LSB Addr Byte Byte

15
(0XOF)

8.9

8.9.1

8.9.2

8.9.3

SMBus Troubleshooting

This section outlines the most common issues found while working with pass-through
using the SMBus sideband interface.

SMBus Commands are Always NACK'd by the 82574L

There are several reasons why all commands sent to the 82574L from a MC could be
NACK'd. The following are the most common:

¢ Invalid NVM Image - The image itself might be invalid, or it could be a valid image;
however, it is not a pass-through image, as such SMBus connectivity is disabled.

e The MC is not using the correct SMBus address - Many MC vendors hard-code the
SMBus address(es) into their firmware. If the incorrect values are hard-coded, the
82574L does not respond.

e The SMBus address(es) can also be dynamically set using the SMBus ARP
mechanism.

e Bus Interference - the bus connecting the MC and the 82574L might be unstable.

SMBus Clock Speed is 16.6666 KHz

This can happen when the SMBus connecting the MC and the 82574L is also tied into
another device (such as an ICH) that has a maximum clock speed of 16.6666 KHz. The
solution is to not connect the SMBus between the 82574L and the MC to this device.

A Network Based Host Application is not Receiving any Network
Packets

Reports have been received about an application not receiving any network packets.
The application in question was NFS under Linux. The problem was that the application
was using the RMPC/RMCP+ IANA reserved port 0x26F (623), and the system was also
configured for a shared MAC and IP address with the OS and MC.

The management control to host configuration, in this situation, was setup not to send
RMCP traffic to the OS (this is typically the correct configuration). This means that no
traffic send to port 623 was being routed.

The solution in this case is to configure the problematic application NOT to use the
reserved port 0x26F.
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Status Registers

If the NVM image is configured correctly, the physical connections are valid, and
problems still exist, use utilities/drivers to check the appropriate 82574L status
registers for other indications.

Management Control Register (MANC 0x5820)
This register is described in detail in the section 10.0.

This register indicates which filters are enabled. It is possible to configure all of the
filters yet not enable them, in which case, no management traffic is routed to the
MC.Or, the MC might be receiving undesired traffic, such as ARP requests when the
82574L was configured to do automatic ARP responses.

Check this register if getting unwanted traffic or if packets aren’t getting sent to the
MC.

Bit 17 (Receive TCO Packets Enable) must also be set in order for any packets are sent
to a MC. Note that it doesn’t matter what the other enabled filters are, if this one is off,
no packets are sent to the MC.

Bit 21 (Enable Management-to-Host) enables or disables the various filters that also
enable manageability traffic (all those that pass the filters in the 82574L) to optionally
be passed to the operating system.

Unable to Transmit Packets from the MC

If the MC has been transmitting and receiving data without issue for a period of time
and then begins to receive NACKs from the 82574L when it attempts to write a packet,
the problem is most likely due to the fact that the buffers internal to the 82574L are full
of data that has been received from the network; however, has yet to be read by the
MC.

Being an embedded device, the 82574L has limited buffers that it shares for receiving
and transmitting data. If a MC does not keep the incoming data read, the 82574L can
be filled up, which does not enable the MC to transmit anymore data, resulting in
NACKs.

If this situation occurs, the recommended solution is to have the MC issue a Receive
Enable command to disable anymore incoming data, go read all the data from the
82574L and then use the Receive Enable command to enable incoming data once
again.

SMBus Fragment Size

The SMBus specification indicates a maximum SMBus transaction size of 32 bytes. Most
of the data passed between the 82574L and the MC over the SMBus is RMCP/RMCP+
traffic, which by its very nature (UDP traffic) is significantly larger than 32 bytes in
length, thus requiring multiple SMBus transactions to move a packet from the 82574L
to the MC or to send a packet from the MC to the 82574L.

Recognizing this bottleneck, the 82574L can handle up to 240 bytes of data within a
single transaction. This is a configurable setting within the NVM.

The default value in the NVM images is 32, per the SMBus specification. If performance
is an issue, it is recommended that you increase this size.
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8.9.7

8.9.8

During the initialization phase, the firmware within the 82574L allocates buffers based
upon the SMBus fragment size setting within the NVM. The 82574L firmware has a
finite amount of RAM for its use, as such the larger the SMBus fragment size, the fewer
buffers it can allocate. As such, the MC implementation must take care to send data
over the SMBus in an efficient way.

For example, the 82574L firmware has 3 KB of RAM it can use for buffering SMBus
fragments. If the SMBus fragment size is 32 bytes then the firmware could allocate 96
buffers of size 32 bytes each. As a result, the MC could then send a large packet of data
(such as KVM) that is 800 bytes in size in 25 fragments of size 32 bytes apiece.

However, this might not be the most efficient way because the MC must break the 800
bytes of data into 25 fragments and send each one at a time.

If the SMBus fragment size is changed to 240 bytes, the 82574L firmware can create
12 buffers of 240 bytes each to receive SMBus fragments. The MC can now send that
same 800 bytes of KVM data in only four fragments, which is much more efficient.

The problem of changing the SMBus fragment size in the NVM is if the MC does not also
reflect this change. If a programmer changes the SMBus fragment size in the 82574L to
240 bytes and then wants to send 800 bytes of KVM data, the MC can still only send the
data in 32 byte fragments. As a result, the firmware runs out of memory.

This is because the 82574L firmware created the 12 buffers of 240 bytes each for
fragments, however the MC is only sending fragments of size 32 bytes. This results in a
memory waste of 208 bytes per fragment in this case, and when the MC attempts to
send more than 12 fragments in a single transaction, the 82574L NACKs the SMBus
transaction due to not enough memory to store the KVM data.

In summary, if a programmer increases the size of the SMBus fragment size in the
NVM, which is recommended for efficiency purposes, take care to ensure that the MC
implementation reflects this change and uses that fragment size to its fullest when
sending SMBus fragments.

Enable XSum Filtering

If XSum filtering is enabled, the MC does not need to perform the task of checking this
checksum for incoming packets. Only packets that have a valid XSum is passed to the
MC, all others are silently discarded.

This is a way to offload some work from the MC.

Still Having Problems?
If problems still exist, contact your field representative. Before contacting, be prepared
to provide the following:
e The contents of status registers:
— 0x5820
— 0x5860
— 0x5B54
e A SMBus trace if possible
e A dump of the NVM image

— This should be taken from the actual 82574L, rather than the NVM image
provided by Intel. Parts of the NVM image are changed after writing, such as
the physical NVM size. This information could be key in helping assist in solving
an issue.
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8.10

8.11

8.11.1
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NC-SI Interface

The Network Controller Sideband Interface (NC-SI) is a DMTF industry standard
protocol for the sideband interface. NC-SI uses a modified version of the industry
standard RMII interface for the physical layer as well as defining a new logical layer.
The NC-SI specification can be found at the DMTF website at:

http://www.dmtf.org/

Overview

Terminology

The terminology in this document is taken directly from the NC-SI specification and is
as follows:


http://www.dmtf.org/

System Manageability—82574 GbE Controller
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Term

Definition

Frame Versus Packet

Frame is used in reference to Ethernet, whereas packet is used
everywhere else.

External Network Interface

The interface of the network controller that provides connectivity to
the external network infrastructure (port).

Internal Host Interface

The interface of the network controller that provides connectivity to
the host OS running on the platform.

Management Controller (MC)

An intelligent entity comprising of HW/FW/SW, that resides within a
platform and is responsible for some or all management functions
associated with the platform (MC, service processor, etc.).

Network Controller (NC)

The component within a system that is responsible for providing
connectivity to the external Ethernet networked world.

Remote Media

The capability to allow remote media devices to appear as if they were
attached locally to the host.

Network Controller Sideband
Interface

The interface of the network controller that provides connectivity to a
management controller. It can be shorten to sideband interface as
appropriate in the context.

Interface

This refers to the entire physical interface, such as both the transmit
and receive interface between the management controller and the
network controller.

Integrated Controller

The term integrated controller refers to a network controller device
that supports two or more channels for NC-SI that share a common
NC-SI physical interface. For example, a network controller that has
two or more physical network ports and a single NC-SI bus
connection.

Multi-Drop

Multi-drop commonly refers to the case where multiple physical

communication devices share an electrically common bus and a single
device acts as the master of the bus and communicates with multiple
slave or target devices. In NC-SI, a management controller serves the
role as the master, and the network controllers are the target devices.

Point-to-Point

Point-to-point commonly refers to the case where only two physical
communication devices are interconnected via a physical
communication medium. The devices might be in a master/slave
relationship, or could be peers. In NC-SI, point-to-point operation
refers to the situation where only a single management controller and
single network controller package are used on the bus in a master/
slave relationship where the management controller is the master.

The control logic and data paths supporting NC-SI pass-through
operation on a single network interface (port). A network controller

Channel that has multiple network interface ports can support an equivalent
number of NC-SI channels.
One or more NC-SI channels in a network controller that share a
common set of electrical buffers and common buffer control for the
Package NC-SI bus. Typically, there will be a single, logical NC-SI package for a

single physical network controller package (chip or module). However,
the specification allows a single physical chip or module to hold
multiple NC-SI logical packages.

Command, response and notification packets transmitted between MC

Control Traffic/Messages/Packets and NCs for the purpose of managing NC-SI.

Pass-Through Traffic/Messages/ Non-control packets passed between the external network and the MC
Packets through the NC.
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Term Definition

Refer to operations where more than one of the network controller
channels can be enabled to transmit pass-through packets to the MC
Channel Arbitration at the same time, where arbitration of access to the RXD, CRS_DV,
and RX_ER signal lines is accomplished either by software of
hardware means.

Refers to the state of the network controller wherein pass-through
traffic is able/unable to flow through the sideband interface to and
from the management controller, as a result of issuing Enable/Disable
Channel command.

Logically Enabled/Disabled NC

NC RX Defined as the direction of ingress traffic on the external network
controller interface

NC TX Defined as the direction of egress traffic on the external network
controller interface

NC-SI RX Defined as the direction of ingress traffic on the sideband enhanced
NC-SI Interface with respect to the network controller.

NC-SI TX Defined as the direction of egress traffic on the sideband enhanced
NC-SI Interface with respect to the network controller.

8.11.2 System Topology

In NC-SI each physical endpoint (NC package) can have several logical slaves (NC
channels).

NC-SI defines that one management controller and up to four network controller
packages can be connected to the same NC-SI link.

Figure 48 shows an example topology for a single MC and a single NC package. In this
example the NC package has two NC channels.

Management Controller
(MC)

NC-SI Link

NC Package
Package ID = 0x0

NC Channel NC Channel

Internal Internal
ChannelID=0x0 ChannellD=0x1

LANO LANI1

Figure 48. Single NC Package, Two NC Channels
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Figure 49.

8.11.3

8.11.3.1

intel)

Figure 49 shows an example topology for a single MC and two NC packages. In this
example, one NC package has two NC channels and the other has only one NC channel.

Management Controller
MC)

NC-SI Link

NC Package NC Package
Package ID = 0x0 Package ID = 0x1
NC Channel NC Channel NC Channel
Internal Internal Internal
ChannellD=0x0 ChannellD=0x1 ChannelID=0x0

LANO LAN1 LAN

Two NC Packages (Left, with Two NC Channels and Right, with One NC
Channel)

Scenarios in which the NC-SI lines are shard by multiple NCs (as shown in Figure 49)
mandate an arbitration mechanism. The arbitration mechanism is described in
section 8.15.1.

Data Transport

Since NC-SI is based upon the RMII transport layer, data is transferred in the form of
Ethernet frames.

NC-SI defines two types of frames transmitted on the NC-SI interface:
1. Control frames:

a. Frames used to configure and control the interface.
b. Control frames are identified by a unique EtherType in their L2 header.

2. Pass-through frames:
a. The actual LAN pass-through frames transferred from/to the MC.
b. Pass-through frames are identified as not being a control frame.
c. Pass-through frames are attributed to a specific NC channel by their source MAC

address (as configured in the NC by the MC).

Control Frames

NC-SI control frames are identified by a unique NC-SI EtherType (0x88F8).

Control frames are used in a single-threaded operation, meaning commands are
generated only by the MC and can only be sent one at a time. Each command from the
MC is followed by a single response from the NC (command-response flow), after which
the MC is allowed to send a new command.
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Note:

Note:

Note:

8.11.3.2

Figure 50.
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The only exception to the command-response flow is the Asynchronous Event
Notification (AEN). These control frames are sent unsolicited from the NC to the MC.

AEN functionality by the NC must be disabled by default, until activated by the MC
using the Enable AEN commands.

In order to be considered a valid command, the control frame must:
1. Comply with the NC-SI header format.

2. Be targeted to a valid channel in the package via the Package ID and Channel ID
fields.

For example, to target a NC channel with package ID of 0x2 and internal channel ID of
0x5, The MC must set the channel ID inside the control frame to 0x45.

Channel ID is composed of three bits of package ID and five bits of internal channel ID.
3. Contain a correct payload checksum (if used).
4. Meet any other condition defined by NC-SI.

There are also commands (such as select package) targeted to the package as a whole.
These commands must use an internal channel ID of Ox1F.

For more details, refer to the NC-SI specification.

NC-SI Frames Receive Flow

Figure 50 shows the overall flow for frames received on the NC from the MC.

NC-S| frame
received from MC

EtherType ==

Process as NC-S| Control Frame (==Y e NC-S| EtherType?

No

ource MAC address ==
previously configured MAC
address?

Send to LAN with matching
configured MAC address

No

v

Drop frame (belongs to a
different Package)

NC-SI Frames Receive Flow for the NC
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8.12

8.12.1

Table 71.

NC-SI Support

Supported Features

ntel.

The 82574L supports all the mandatory features of the NC-SI specification (rev 1.0.0a).
Table 71 lists the supported commands.

Supported NC-SI Commands

Command Supported?
Clear Initial State Yes
Get Version ID Yes
Get Parameters?! Yes
Get Controller Packet Statistics No
Get Link Status Yes
Enable Channel Yes
Disable Channel Yes
Reset Channel Yes
Enable VLAN Yes
Disable VLAN Yes
Enable Broadcast Yes
Disable Broadcast Yes
Set MAC Address Yes
Get NC-SI Statistics Yes, partially
Enable NC-SI Flow Control No
Disable NC-SI Flow Control No
Set Link Command Yes
Enable Global Multi-Cast Filter Yes, partially
Disable Global Multi-Cast Filter Yes
Get Capabilities Yes
Set VLAN Filters Yes
AEN Enable Yes
Get Pass-Through Statistics Yes, partially
Select Package Yes
Deselect Package Yes
Enable Channel Network Tx Yes
Disable Channel Network Tx Yes
OEM Command Yes

1. The Link Settings field in the Get Parameters Response packet includes

the value as defined in the Get Link Status command.

Table 72 lists the optional features supported.
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Table 72. Optional NC-SI Features Support

Feature Implement Details
Report support for all three AEN

AENs Yes, partially currently defined in the Get
Capabilities command.

Get NC-SI statistics command Yes, partially iugport the following counters: 1-
No support for specific multicast
filtering. Support is to either filter

Enable/Disable Global Multi-Cast Yes. partiall out all multicast packets (Enable

Filter P Y command) or pass all multicast
packets to the MC (Disable
command).

Support the following counters: 2.

Get NC-SI Pass-Through Statistics ) Support the following counters

command Yes, partially only when the OS is down:
1,2,6,7.

VLAN modes Yes, partially Support only modes 1, 3.

Buffering capabilities Yes 7 KB.

) Support one MAC address as

MAC address filters Yes mixed per port.

Channel count Yes Support one channel.

VLAN filters Yes Support two VLAN filters per port.
Support the following filters:

) e ARP
Broadcast filters Yes « DHCP
e Net BIOS
Set NC-SI Flow Control command No Do not support NC-SI flow control.
. ’ Do not support NC-SI hardware
Hardware arbitration No arbitration.

8.12.2 NC-SI Mode - Intel Specific Commands

In addition to the regular NC-SI commands, the following Intel vendor specific
commands are supported. The purpose of these commands is to provide a means for
the MC to access some of the Intel-specific features present in the 82574.

8.12.2.1 Overview

The following features are available via the NC-SI OEM specific command:

e Get System MAC Address - This command enables the MC to retrieve the system
MAC address used by the NC. This MAC address can be used for a shared MAC
address mode.

e Set Intel Management Control
¢ Get Intel Manatgement Control
e TCO Reset - Enables the MC to reset the 82574.

These commands are designed to be compliant with their corresponding SMBus
commands (if existing).
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All of the commands are based on a single DMTF defined NC-SI command, known as
OEM Command. This command is as follows.

8.12.2.1.1 OEM Command (0x50)
The OEM command can be used by the MC to request the sideband interface to provide
vendor-specific information. The Vendor Enterprise Number (VEN) is the unique MIB/
SNMP private enterprise number assigned by IANA per organization. Vendors are free
to define their own internal data structures in the vendor data fields.
Bits
Bytes 31..24 23..16 15..08 07..00
00..15 NC-S| Header
16..19 Manufacturer ID (Intel 0x157)
Intel Command .
20.. Number Optional Data
Figure 51. OEM Command Packet Format
8.12.2.1.2 OEM Response (0xDO0)
Following is the vendor specific format for commands, as defined by NC-SI.
Bits
Bytes 31..24 23..16 | 15..08 07..00
00..15 NC-S| Header
16..19 Response Code Reason Code
20..23 Manufacturer ID (Intel 0x157)
24..27 Intel Command Optional Return Data
Number
Figure 52. OEM Response Packet Format
8.12.2.1.3 OEM Specific Command Response Reason Codes
Response Code Reason Code
Value Description Value Description
. Invalid Intel Command
Oox1 Command Failed 0x5081 Number
. Invalid Intel Command
Ox1 Command Failed 0x5082 Parameter Number
ox1 Command Failed 0x5085 }Enternal Network Controller
rror
ox1 Command Failed 0x5086 tvalid Vendor Enterprise
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Commands Summary
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Intel Command

Parameter

Command Name

0x06

N/A

Get System MAC Address

0x22

N/A

Perform TCO Reset

8.12.2.2

8.12.2.2.1

8.12.2.2.2

248

Proprietary Commands Format

Get System MAC Address Command (Intel Command 0x06)

In order to support a system configuration that requires the NC to hold the MAC
address for the MC (such as shared MAC address mode), the following command is
provided to enable the MC to query the NC for a valid MAC address.

The NC must return the system MAC addresses. The MC should use the returned MAC
addressing as a shared MAC address by setting it using the Set MAC Address command
as defined in NC-SI 1.0.

It is also recommended that the MC use packet reduction and Manageability-to-Host
command to set the proper filtering method.

Bits

Bytes

31.24 | 23.16 15..08

07..00

00..15

NC-S| Header

16..19

Manufacturer ID (Intel 0x157)

20

0x06 |

Get System MAC Address Response (Intel Command 0x06)

Bits

Bytes

31.24 23.16 | 15..08

| 07..00

00..15

NC-S| Header

16..19

Response Code

Reason Code

20..23

Manufacturer ID (Intel 0x157)

24..27

0x06

MAC Address

28..30

MAC Address
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8.12.2.3 Set Intel Management Control Formats

8.12.2.3.1 Set Intel Management Control Command (Intel Command 0x20)

Bits
Bytes 31..24 23..16 | 15..08 07..00
00..15 NC-SI Header
16..19 Manufacturer ID (Intel 0x157)
20.22 0x20 0x00 Intel Management
Control 1
Where:
Intel Management Control 1 is as follows:
. Default P
Bit # value Description
Enable Critical Session Mode (Keep Phy Link Up and Veto Bit)
0b - Disabled
1b - Enabled
When critical session mode is enabled, the following behaviors are disabled:
0 Ob e The PHY is not reset on PE_RST# and PCle* resets (in-band and link
drop). Other reset events are not affected - Internal_Power_On_Reset,
device disable, Force TCO, and PHY reset by software.
e The PHY does not change its power state. As a result link speed does not
change.
e The device does not initiate configuration of the PHY to avoid losing link.
1.7 0x0 Reserved

8.12.2.3.2 Set Intel Management Control Response (Intel Command 0x20)

Bits
Bytes 31..24 23..16 | 15..08 07..00
00..15 NC-SI| Header
16..19 Response Code | Reason Code
20..23 Manufacturer ID (Intel 0x157)
24.25 0x20 0x00 |
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8.12.2.4

8.12.2.4.1

8.12.2.4.2

8.12.2.5

8.12.2,5.1
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Get Intel Management Control Formats

Get Intel Management Control Command (Intel Command 0x21)
Bits
Bytes 31.24 | 23..16 | 15..08 07..00
00..15 NC-SI Header
16..19 Manufacturer ID (Intel 0x157)
20..21 0x20 | 0x00 |
Where:

Intel Management Control 1 is as described in section 8.12.2.3.1.

Get Intel Management Control Response (Intel Command 0x21)
Bits
Bytes 31..24 23..16 | 15..08 07..00
00..15 NC-SI Header
16..19 Response Code | Reason Code
20..23 Manufacturer ID (Intel 0x157)
Intel Management
24..26 0x21 0x00 Control 1
TCO Reset

This command causes the NC to perform TCO reset, if force TCO reset is enabled in the
NVM,

If the MC has detected that the operating system is hung and has blocked the Rx/Tx
path, the force TCO reset clears the data-path (Rx/Tx) of the NC to enable the MC to
transmit/receive packets through the NC.

When this command is issued to a channel in a package, it applies only to the specific
channel.

After successfully performing the command, the NC considers the Force TCO command
as an indication that the operating system is hung and clears the DRV_LOAD flag
(disable the LAN device driver).

Perform Intel TCO Reset Command (Intel Command 0x22)
Bits
Bytes 31.24 | 23.16 | 15..08 | 07..00
00..15 NC-SI Header
16..19 Manufacturer ID (Intel 0x157)
20 0x22 |
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Note:

Perform Intel TCO Reset Response (Intel Command 0x22)
Bits
Bytes 31.24 23.16 | 15..08 | 07..00
00..15 NC-S| Header
16..19 Response Code | Reason Code
20..23 Manufacturer ID (Intel 0x157)
24..26 0x22 |

Basic NC-SI Workflows

Package States

A NC package can be in one of the following two states:

1. Selected - In this state, the package is allowed to use the NC-SI lines, meaning the
NC package might send data to the MC.

2. De-selected - In this state, the package is not allowed to use the NC-SI lines,
meaning, the NC package cannot send data to the MC.

Also note that the MC must select no more than one NC package at any given time.

Package selection can be accomplished in one of two methods:
1. Select Package command - this command explicitly selects the NC package.

2. Any other command targeted to a channel in the package also implicitly selects that
NC package.

Package de-select can be accomplished only by issuing the De-Select Package
command.

The MC should always issue the Select Package command as the first command to the
package before issuing channel-specific commands.

For further details on package selection, refer to the NC-SI specification.
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Channel States

A NC channel can be in one of the following states:

1. Initial State - In this state, the channel only accepts the Clear Initial State
command (the package also accepts the Select Package and De-Select Package
commands).

2. Active state - This is the normal operational mode. All commands are accepted.

For normal operation mode, the MC should always send the Clear Initial State
command as the first command to the channel.

Discovery

After interface power-up, the MC should perform a discovery process to discover the
NCs that are connected to it.

This process should include an algorithm similar to the following:
1. For package_id=0x0 to MAX_PACKAGE_ID
a. Issue Select Package command to package ID package_id
b. If a response was received then

For internal_channel_id = 0x0 to MAX_INTERNAL_CHANNEL_ID

Issue a Clear Initial State command for package_id | internal_channel_id (the
combination of package_id and internal_channel_id to create the channel ID).

If a response was received then
Consider internal_channel_id as a valid channel for the package_id package

The MC can now optionally discover channel capabilities and version ID for the
channel

Else (If not a response was not received, then issue a Clear Initial State
command three times.

Issue a De-Select Package command to the package (and continue to the next
package).

c. Else, if a response was not received, issue a Select Packet command three times.
Configurations
This section details different configurations that should be performed by the MC.

It is considered a good practice that the MC does not consider any configuration valid
unless the MC has explicitly configured it after every reset (entry into the initial state).

As a result, it is recommended that the MC re-configure everything at power-up and
channel/package resets.
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Note:

Note:

Note:

Note:

NC Capabilities Advertisement

NC-SI defines the Get Capabilities command. It is recommended that the MC use this
command and verify that the capabilities match its requirements before performing any
configurations.

For example, the MC should verify that the NC supports a specific AEN before enabling
it.

Receive Filtering
In order to receive traffic, the MC must configure the NC with receive filtering rules.

These rules are checked on every packet received on the LAN interface (such as from
the network). Only if the rules matched, will the packet be forwarded to the MC.

MAC Address Filtering

NC-SI defines three types of MAC address filters: unicast, multicast and broadcast. To
be received (not dropped) a packet must match at least one of these filters.

The MC should set one MAC address using the Set MAC Address command and enable
broadcast and global multicast filtering.

Unicast/Exact Match (Set MAC Address Command)

This filter filters on specific 48-bit MAC addresses. The MC must configure this filter
with a dedicated MAC address.

The NC might expose three types of unicast/exact match filters (such as MAC filters
that match on the entire 48 bits of the MAC address): unicast, multicast and mixed.
The 82574L exposes two mixed filters, which might be used both for unicast and
multicast filtering. The MC should use one mixed filter for its MAC address.

Refer to NC-SI specification - Set MAC Address for further details.
Broadcast (Enable/Disable Broadcast Filter Command)

NC-SI defines a broadcast filtering mechanism which has the following states:

1. Enabled - All broadcast traffic is blocked (not forwarded) to the MC, except for
specific filters (such as ARP request, DHCP, and NetBIOS).

2. Disabled - All broadcast traffic is forwarded to the MC, with no exceptions.

Refer to NC-SI specification Enable/Disable Broadcast Filter command.
Global Multicast (Enable/Disable Global Multicast Filter)

NC-SI defines a multicast filtering mechanism which has the following states:
1. Enabled - All multicast traffic is blocked (not forwarded) to the MC.
2. Disabled - All multicast traffic is forwarded to the MC, with no exceptions.

The recommended operational mode is enabled, with specific filters set.
Not all multicast filtering modes are necessarily supported.

Refer to NC-SI specification Enable/Disable Global Multicast Filter command for further
details.
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8.13.4.2.2 VLAN
NC-SI defines the following VLAN work modes:

Mode Command and Name Descriptions
. . In this mode, no VLAN frames are
Disabled Disable VLAN command received.
) In this mode, only packets that matched
Enabled #1 Enable VLAN command with VLAN only a VLAN filter are forwarded to the MC.
Enabled #2 Enable VLAN command with VLAN only + In this mode, packets from mode 1 +
non-VLAN non-VLAN packets are forwarded.
Enabled #3 Enable VLAN command with Any-VLAN + In this mode, packets are forwarded
non-VLAN regardless of their VLAN state.

Refer to NC-SI specification - Enable VLAN command for further details.
The 82574L only supports modes #1 and #3.

Recommendation:
1. Modes:
a. If VLAN is not required - use the disabled mode.
b. If VLAN is required - use the enabled #1 mode.

2. If enabling VLAN, The MC should also set the active VLAN ID filters using the NC-SI
Set VLAN Filter command prior to setting the VLAN mode.

8.13.5 Pass-Through Traffic States

The MC has independent, separate controls for enablement states of the receive (from
LAN) and of the transmit (to LAN) pass-through paths.

8.13.5.1 Channel Enable

This mode controls the state of the receive path:
1. Disabled: The channel does not pass any traffic from the network to the MC.

2. Enabled: The channel passes any traffic from the network (that matched the
configured filters) to the MC.

Note: This state also affects AENs: AENs is only sent in the enabled state.

Note: The default state is disabled.

Note: It is recommended that the MC complete all filtering configuration before enabling the
channel.

254



[ ] ®
System Manageabi